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Abstract—The fast multipole method (FMM) and multilevel fast multipole algorithm (MLFMA) are reviewed. The number of modes required, block-diagonal preconditioner, near singularity extraction, and the choice of initial guesses are discussed to apply the MLFMA to calculating electromagnetic scattering by large complex objects. Using these techniques, we can solve the problem of electromagnetic scattering by large complex three-dimensional (3-D) objects such as an aircraft (VFY218) on a small computer.
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I. INTRODUCTION

RECENTLY, many researchers in the electromagnetics community have investigated iterative solvers for integral equations of electromagnetic scattering problems. The integral equation is discretized into a matrix equation by the method of moments (MoM). The resultant matrix equation is then solved by, for example, the conjugate gradient (CG) method, requiring $O(N^2)$ operations for the matrix-vector multiplies in each iteration, where $N$ is the number of unknowns.

A number of techniques have been proposed to speed up the evaluation of the matrix-vector multiply. The impedance matrix localization (IML) technique [1] allows the MoM matrix to be replaced by a matrix with localized clumps of large elements. The use of wavelet basis functions [2] reduces the solution time by a constant factor but not the computational complexity. The complex multipole beam approach (CMBA) [3] represents the scattered field in a series of beams produced by multipole sources located in the complex space, but it is efficient only for smooth surfaces. The multilevel matrix decomposition algorithm (MLMDA) [4] permits a fast matrix-vector multiply by decomposing the MoM matrix into a large number of blocks, each describing the interaction between distant scatterers. The multiplication of each block with a vector is executed using a multilevel scheme that resembles a fast Fourier transform (FFT).

The fast multipole method (FMM) [5]–[9] was originally proposed by Rokhlin to evaluate particle simulations and to solve static integral equation rapidly. Barnes and Hut [10] and Hernquist [11] performed $N$-body simulation using hierarchical method which is simpler than the FMM. But its computational complexity of $O(N \log N)$ is more than that of the FMM, which is $O(N)$ where $N$ is the number of particles. The FMM was extended by Rokhlin to solve acoustic wave scattering problems [12] and then to solve electromagnetic scattering problems by many researchers in both two dimensions [13]–[17] and three dimensions [18]–[20]. A two-level FMM reduces both the complexity of a matrix-vector multiply and memory requirement from $O(N^2)$ to $O(N^{1.5})$ where $N$ is the number of unknowns. A three-level FMM reduces it to $O(N^{4/3})$ [12], [21]. With a nonnested method, using the ray-propagation fast multipole algorithm (RPFMA) [16], [17], a two-level FMM reduces the complexity to $O(N^{4/3})$ also. The multilevel fast multipole algorithm (MLFMA) [22]–[25] further reduces the complexity and memory requirement. Dembart and Yip [23], [24] have implemented the MLFMA using signature function, interpolation, and filtering, with a complexity of $O(N \log^2 N)$. Song and Chew [25], implemented the MLFMA with $O(N \log N)$ complexity and memory requirement using translation, interpolation, anterpolation (adjoint interpolation), and a grid-tree data structure.

The numerical results for the radar cross section (RCS) of some simple objects like the sphere, cube, and the NASA almond are reported in [19], [20], and [25]. Since they are closed smooth objects that are not very thin, the combined field integral equation (CFIE) with uniform grids has a small condition number and converges very fast. In this paper, we will apply the MLFMA to large complex three-dimensional (3-D) objects such as an aircraft (VFY218). The number of modes required, preconditioner, near singularity extraction, and the choice of the initial guess will be discussed.

II. MULTILEVEL FAST MULTipoLE ALGORITHM (MLFMA)

To implement a multilevel fast multipole algorithm (MLFMA), we enclose the entire object in a large cube first, which is then partitioned into eight smaller cubes. Each subcube is then recursively subdivided into smaller cubes until the edge length of the finest cube is about half a wavelength. Cubes at all levels are indexed. At the finest level we find the cube in which each basis function resides by comparing the coordinates of the center of the basis function with the center of cube. We further find nonempty cubes by sorting. Only nonempty cubes are recorded using tree-structured data.
at all levels [10], [11]. Thus, the computational cost depends only on the nonempty cubes.

A. Number of Modes

The addition theorem for 3-D dynamic scalar Green’s function has the form [18], [26]

$$
e^{jk[r+d]} \approx i \kappa \sum_{l=0}^{\infty} (-1)^l (2l+1) \hat{j}_l(kd) \hat{h}^{(1)}_l(kr) P_l(\hat{d} \cdot \hat{r})$$

(1)

where $k$ is the wavenumber, $\hat{j}_l$ is a spherical Bessel function of the first kind, $\hat{h}^{(1)}_l$ is a spherical Hankel function of the first kind, $P_l$ is a Legendre polynomial, $\hat{r}$ and $\hat{d}$ are two vectors, $r$ and $d$ are their amplitudes with $d < r$, and $\hat{d}$ and $\hat{r}$ are their unit vectors, respectively. In this paper, $\epsilon^{-\kappa t}$ time convention is used. Using small argument approximations of $\hat{j}_l$ and $\hat{h}^{(1)}_l$, we obtain the addition theorem for the 3-D static Green’s function

$$\frac{1}{|r+d|} \approx \frac{1}{r} \sum_{l=0}^{\infty} (-1)^l \left( \frac{d}{r} \right)^l P_l(\hat{d} \cdot \hat{r})$$

(2)

In numerical simulations, the infinite series in (1) and (2) are truncated as

$$e^{jk[r+d]} \approx i \kappa \sum_{l=0}^{L} (-1)^l (2l+1) \hat{j}_l(kd) \hat{h}^{(1)}_l(kr) P_l(\hat{d} \cdot \hat{r})$$

(3)

$$\frac{1}{|r+d|} \approx \frac{1}{r} \sum_{l=0}^{L} (-1)^l \left( \frac{d}{r} \right)^l P_l(\hat{d} \cdot \hat{r})$$

(4)

For the static case, the number of modes ($L$) needed in (4) depends on the ratio of $d$ to $r$ for a given desired accuracy. This means that we can use the same number of modes for different cube sizes. Due to oscillatory nature of dynamic fields, the dynamic case is more complicated than the static case. In Figs. 1 and 2 we plot the relative error in (3) as functions of $r/\lambda$ for different $L$ and $\hat{d} \cdot \hat{r}$. Fig. 1 is for $d = 0.4\lambda$ and Fig. 2 is for $d = 0.8\lambda$. From these two figures, the accuracy does not increase even when $r$ increases beyond $2d$. When $d$ increases, the number of modes $L$ required to maintain the same accuracy increases.

In Fig. 3, we plot the number of modes $L$ needed in (3) as functions of $kd$ for different accuracies ($\hat{d} \cdot \hat{r} = 1$, $r/\lambda = \infty$). Some semi-empirical formulas are plotted for comparison.

$$L = kd + \ln(\pi + kd)$$

(5)

should be used in (3), and

$$L = kd + 5 \ln(\pi + kd)$$

(6)

should be used for less than $10^{-6}$ relative error. Equation (6) is the same as the one given in [18] for single precision. The FMM is applied to off-diagonal matrix elements only, which are two to three orders less than diagonal matrix elements for electromagnetic scattering problems. Hence, from our numerical experience, $L$ calculated from (5) suffices for decent current solutions and RCS.

The MLFMA is used to speed up the matrix-vector multiply in the iterative methods. It decomposes the matrix-vector
multiply into two sweeps [27]: the first sweep consists of constructing multipole expansions for each nonempty cube at all levels. Since the multipole expansions are used for calculating the fields outside the cube, they are called outer multipole expansions. As one progresses from the finest level to the coarsest level, the cube becomes larger and the number of modes required in the multipole expansions increases. To construct outer multipole expansions for each nonempty cube at all levels, the outer multipole expansions are computed at the finest level and then the expansions for larger cubes are obtained using interpolation and shifting. The second sweep consists of constructing local multipole expansions contributed from well-separated cubes at all levels. At the coarsest level, the local multipole expansions contributed from well-separated cubes are calculated using translation. At the other levels, the local expansions for smaller cubes include the contributions from parent cubes using shifting and anterpolation [28] and from well-separated cubes at this level but not well-separated ones at the parent level. The anterpolation matrix is the transpose of the interpolation matrix.

### B. Block-Diagonal Preconditioner

The CPU time for iterative methods is proportional to the number of iterations needed to get the desired accuracy. The convergence rate depends on spectral properties of the MoM matrix. Hence, one may want to transform the original matrix equation \( \overline{\mathbf{A}} \cdot \mathbf{x} = \mathbf{b} \) into \( \overline{\mathbf{M}}^{-1} \cdot \overline{\mathbf{A}} \cdot \mathbf{x} = \overline{\mathbf{M}}^{-1} \cdot \mathbf{b} \) that has the same solution, but with a more favorable spectral property where \( \overline{\mathbf{M}}^{-1} \) is called a preconditioner.

If basis functions in one of the finest cubes are considered as one group, the matrix \( \overline{\mathbf{A}} \) has block structure and can be further divided as

\[
\overline{\mathbf{A}} \cdot \mathbf{x} = (\overline{\mathbf{A}}_0 + \overline{\mathbf{A}}_1) \cdot \mathbf{x} + \overline{\mathbf{A}}_2 \cdot \mathbf{x}
\]  

where matrices \( \overline{\mathbf{A}}_0 \) and \( \overline{\mathbf{A}}_1 \) account for nearby interactions and can be derived directly from the MoM matrix and \( \overline{\mathbf{A}}_0 \) is the block-diagonal part. The matrix \( \overline{\mathbf{A}}_2 \) accounts for far interactions and \( \overline{\mathbf{A}}_2 \cdot \mathbf{x} \) is performed by the MLFMA. Choosing \( \overline{\mathbf{A}}_0^{-1} \) as a preconditioner, we have

\[
\overline{\mathbf{A}}_0^{-1} \cdot \overline{\mathbf{A}} \cdot \mathbf{x} = \overline{\mathbf{A}}_0^{-1} \cdot (\overline{\mathbf{A}}_1 \cdot \mathbf{x} + \overline{\mathbf{A}}_2 \cdot \mathbf{x}).
\]

Since \( \overline{\mathbf{A}}_0 \) can be replaced by its LU decomposition (LUD) form for \( \overline{\mathbf{A}}_0^{-1} \), the block-diagonal preconditioner needs no extra memory and no extra CPU time in each matrix-vector multiply. \( \overline{\mathbf{A}}_0 \) is a block-diagonal matrix with a block size of \( M \), which is the number of unknowns in one cube. When \( M \) is a constant, the LUD of \( \overline{\mathbf{A}}_0 \) takes \( O(M^3N/M) = O(N) \) operations. In Fig. 4, we plot the normalized residual norm as functions of iteration numbers for cases without preconditioning, diagonal preconditioning, and block-diagonal preconditioning. We find the current solution for a 1-m NASA almond at 2.5 GHz for the wave incidence on the tip. The incident electric field is parallel to its broad side. It is observed that block-diagonal preconditioning converges much faster than the other two.

### C. Near-Singularity Extraction and Choice of Initial Guess

For very thin objects (like a wing), CFIE (combined field integral equation) [29] has a smaller condition number than those of an electric field integral equation (EFIE) and a magnetic field integral equation (MFIE). The null-space solutions of the EFIE will not radiate and null-space solutions of the MFIE will radiate. Therefore, both the EFIE and the MFIE cannot give correct current solutions, while the CFIE gives a correct RCS but the MFIE does not. However, the CFIE always gives a correct current solution as well as a correct RCS.

For finite-thickness objects only the self terms have a singularity and only self-singularity extraction [30] is needed. For very thin objects, both self- and near-singularity extractions [31] are required to obtain correct matrix elements.

For iterative solutions of monostatic RCS, different incident angles require different iterative solutions. Since a small change in the incident angle corresponds to a small change in the current, we use the current solution from the previous angle...
Fig. 6. Monostatic RCS of the wing (2080 flat triangular patches divided from Northrop curvilinear quad patch model) at 300 MHz as functions of $\phi$ in the horizontal plane.

with phase correction as the initial guess for the next angle. This technique reduces the number of iterations significantly. As an illustration, we calculate the monostatic RCS from the VFY218 at 100 MHz for vertical (VV) polarization. The VFY218 is shown in the inset of Fig. 7(a). The wings of the VFY218 are on the $x$-$y$ plane (horizontal plane). Zero degree ($\phi = 0$) corresponds to the incidence angle on the nose. The VFY218 is 699 in (15.5 m) from nose to tail, 350.4 in (8.9 m) from one wing to another, and 161.4 in (4.1 m) from top to bottom. In Fig. 5, we plot the number of iterations for different incident angles using three kinds of initial guesses. The first case, which uses zero as the initial guess for all angles, needs about 85 iterations on the average for each angle. The second case, which uses the solution of the previous angle (2° step size) as the initial guess for the next angle, needs about 65 iterations per angle. The third case, which uses the phase-corrected solution of the previous angle as the initial guess for the next angle, needs only about 30 iterations per angle.

III. NUMERICAL RESULTS

The MLFMA has been implemented based on flat triangular patches and curvilinear quad patches using both Galerkin’s method and line matching where the testing functions are constant along the line joining the centers of two adjacent patches. For curvilinear quad patches, generalized rooftop functions are used as basis functions [30]–[32]. The Rao, Wilton, and Glisson (RWG) [33] basis functions are used for flat triangular patches. The number of modes $L$ calculated from (5) is used for numerical simulations. The code is verified by comparing the results with those in the published literature for conducting objects with different shapes like sphere, plate, cube, NASA almond, etc. Our numerical results agree very well with the analytical solutions, the measurements, and the LUD solutions. Both the memory requirements and the CPU time per iteration are of $O(N \log N)$ and a 110,592 unknown problem can be solved within 24 h on a SUN Sparc10 [25] (6 h for setup, 17 h for 29 iterations to real 0.001 normalized residual error, and 1 h for calculating 901 points of bistatic RCS).

Fig. 6 shows the monostatic RCS of a wing at 300 MHz using the LUD for the EFIE and the MLFMA for the CFIE. The wing size is 60 in $\times$ 100 in $\times$ 2.4 in and is originally modeled by Northrop using curvilinear quad patches. Dividing each quad patch as two flat triangular patches leads to a 3120 unknown problem. The wing is on the $x$-$y$ plane, and zero degree ($\phi = 0$) corresponds to normal incidence to the 60 in short edge. The thickness in the $z$ direction is only about 2% to 4% of the lengths in the $x$ and $y$ directions. If the near-singularity extraction is not used, we cannot obtain a correct RCS from the CFIE. Using the near-singularity extraction, we obtain a good RCS agreement between the EFIE and the CFIE. This 3120 unknown problem can also be solved using the LUD on a workstation. It is found that the RCS calculated using the MLFMA agrees very well with that using the LUD for both the EFIE and the CFIE. In Fig. 6, we plot the RCS calculated
using the LUD for the EFIE and the MLFMA for the CFIE only. Good agreement is observed between the results.

Fig. 7(a) and (b) shows the monostatic RCS for the aircraft (VFY218) at 100 MHz as functions of \( \phi \) in the horizontal plane using the Northrop curvilinear quad patch model for horizontal (HH) and VV polarizations, respectively. Zero degree (\( \phi = 0 \)) corresponds to an incidence angle on the nose. A five-level MLFMA is used. The measurement data are from the Naval Air Warfare Center, China Lake, CA. Good agreement between the numerical results and the measurements for both HH and VV polarizations is observed. For this 25,508 unknown problem, the MLFMA needs 167 MB of memory for this single-precision code and requires 45 h of the CPU time on one processor of an SGI Challenge machine (32 bits for each word, 25 Mflops based on the LINPACK benchmark) for 182 incident angles. In contrast, the LUD solution is estimated to need 5.2 GB of memory and 400 h of the CPU time for LUD and \( O(N^2) \) calculations for each incident angle. We estimate that only for 1600 incident angles, the MLFMA would need the same CPU time as the LUD solution. But it needs memory (167 MB) much less than the LUD solution (5.2 GB). The comparison is more in favor of MLFMA when \( N \) becomes larger.

The longest edge in the Northrop VFY218 curvilinear quad patch model is 0.106\( \lambda \) at 100 MHz. We use the same model to predict the RCS at 300 MHz using the MLFMA. The monostatic RCS for HH and VV polarizations is shown in Fig. 8(a) and (b), respectively. The numerical results are in good agreement with the measurements.

IV. CONCLUSIONS

The MLFMA has been implemented for both flat triangular patch and curvilinear quad patch geometry descriptions to speed up the matrix-vector multiplies. Both the memory requirements and the CPU time per iteration are of \( O(N \log N) \). Using a block-diagonal preconditioner, near-singularity extraction, and phase corrected previous solution for the initial guess, we can solve for the electromagnetic scattering by large complex 3-D objects such as an aircraft (VFY218) on a small computer.
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