Photographic stitching with optimized object and color matching based on image derivatives
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Abstract: In this paper, a novel optimization-based stitching method is presented. It minimizes an energy function defined with derivatives up to the second order. We have identified some appropriate choices for its parameters, allowing it to reduce artifacts such as ghosting, color inconsistency, and misalignment. To accelerate the computation, a multi-resolution technique is introduced. The significant speedup and memory saving make it possible for use in hand-held capturing devices.
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1. Introduction

Photographic stitching is a process that matches the color of multiple photographs and blends them into one. Artifacts may occur when there are misalignments in spatial position or color. When objects move between different captures, a conspicuous object cut appears if we cannot locate the cut around the affected regions. In addition, color inconsistency due to variations in lighting or internal camera setting would introduce a sharp transition.

We can classify the existing stitching methods as follows. Araujo and Leite [1] define a mask image representing the similarity of the images' intensities, and then creates an optimal irregular cut by watershed segmentation [2]. Concatenation of images at this cut can be seamless only when color inconsistency does not appear throughout the overlap. Moreover, cutting of moving objects can be prevented if the color is compensated before forming the mask image, and the objects’ intensities are not similar to the background. Another intensity method, Exposure Compensation [3] spreads the inconsistency to non-overlapping regions iteratively by estimating and averaging the photometric properties among the images in each step. However, this is subjected to double-edge artifacts for slightly misaligned images. Soille [4] searches on a mask image defined with consistent gradients, and using watershed segmentation it attempts to minimize the cut along salient edges in the image. Moving objects may be cut through when the edges are not strong, or consistent edges appear in front of the objects. Gradient Stitching [5] optimizes the matching of first derivatives of the image intensities, suppressing the creation of sharp transition in the flat region of the overlap and producing a result which is less sensitive to average intensity differences. However, sharp transition appears at some regions when the inconsistency is not uniform. Wavelet Blending [6, 7, 8] mixes the subband images at each level and the objects' intensities are not similar to the background. Another intensity method, Exposure Compensation [3] spreads the inconsistency to non-overlapping regions iteratively by estimating and averaging the photometric properties among the images in each step. However, this is subjected to double-edge artifacts for slightly misaligned images. Soille [4] searches on a mask image defined with consistent gradients, and using watershed segmentation it attempts to minimize the cut along salient edges in the image. Moving objects may be cut through when the edges are not strong, or consistent edges appear in front of the objects. Gradient Stitching [5] optimizes the matching of first derivatives of the image intensities, suppressing the creation of sharp transition in the flat region of the overlap and producing a result which is less sensitive to average intensity differences. However, sharp transition appears at some regions when the inconsistency is not uniform. Wavelet Blending [6, 7, 8] mixes the subband images at each level within a transition whose width is comparable to the object feature size. The reconstructed image can prevent double edges and give a gradual transition. However, it is not easy for users to control the behavior of the transition.

In this paper, we propose to optimize the matching of second derivatives in the transition region in order to create a smooth transition even for non-uniform inconsistency. In addition, we develop a morphological method to search for an optimal cut without passing through moving objects by using intensity and gradient similarity. The cut is converted into a variable in our optimization function to prevent ghosting and double edges. A multi-resolution technique is applied to process large digital photographs.

2. Our optimization stitching method

We define an energy function $\Psi\{\hat{g}(x, y)\}$ of the mosaic result $\hat{g}(x, y)$, which includes derivatives up to the second order, where

$$
\Psi\{\hat{g}(x, y)\} = \sum_{i=0}^{1} \left( \sum_{(x,y)\in \Omega_1} \alpha(x,y) \beta_i(x,y) |D^i(\hat{g}(x, y) - g_1(x, y))| ight)
$$

$$
+ \sum_{(x,y)\in \Omega_2} (1 - \alpha(x,y)) \beta_i(x,y) |D^i(\hat{g}(x, y) - g_2(x, y))|.
$$  (1)

We seek to minimize this function by choosing $\hat{g}(x,y)$ for every pixel location. Here, $\Omega_1$ and $\Omega_2$ are the capturing regions of the input images $g_1(x,y)$ and $g_2(x,y)$ respectively. $D^i f$ is the $i$th derivative of the real function $f$ such that $D^0 f = f$, $D^1 f = \frac{\partial f}{\partial x}$, $D^2 f = \frac{\partial^2 f}{\partial x^2}$, and $D^2 f = \frac{\partial^2 f}{\partial y^2}$. $\alpha(x,y)$ is a binary mask indicating if $g_1(x, y)$ or $g_2(x, y)$ is selected. $\beta(x,y)$ is also a binary mask representing whether the $i$th derivative is selected at pixel $(x, y)$. In Section 2.1, we explain how to find a curve to avoid passing through inconsistent objects and use it to design $\alpha(x, y)$. In Section 2.2, we will describe the properties of the derivatives and our design of $\beta_i(x, y)$.
2.1. Optimal cut based on intensities and gradients

The binary mask \( \alpha(x,y) \) equals 1 if we want to select a pixel from \( g_1(x,y) \) and 0 otherwise. As with other pixel selection method [1, 4, 9], we find a suitable curve and assign one side for \( g_1(x,y) \). Usually, double-edge artifact can be prevented as no pixels are mixed. Here we introduce a method to give a cut without passing through moving objects. First, we capture the intensity dissimilarity from the overlap region. To compensate for photometric inconsistency, we subtract the mean intensity from each pixel for each input image beforehand. The dissimilarity \( a(x,y) \) is represented by their absolute differences:

\[
a(x,y) = |g_1(x,y) - g_2(x,y)|. \tag{2}
\]

Morphological closing is then applied to connect small gaps in \( a(x,y) \). Next, we measure the gradient consistency \( b(x,y) \):

\[
b(x,y) = \rho_A(g_1(x,y)) \land \rho_A(g_2(x,y)), \tag{3}
\]

where \( \land \) denotes the point-wise minimum operator and \( \rho_A(\cdot) \) denotes a morphological gradient operator with structuring element \( A \) [10]. The size of \( A \) increases with more misalignment such that the same edge in \( g_1(x,y) \) and \( g_2(x,y) \) can manifest as an edge in \( b(x,y) \). We combine \( a(x,y) \) and \( b(x,y) \) to form a mask image \( c(x,y) \):

\[
c(x,y) = \frac{b(x,y)}{a(x,y)}. \tag{4}
\]

By marker-controlled watershed segmentation [2], we immerse corresponding markers from both sides of \( c(x,y) \) to form an image with labels for selecting the input images. In theory, the optimal cut is located along consistent edges that are not on moving objects. We then assign \( \alpha(x,y) = 1 \) to the side of \( g_1(x,y) \) and \( \alpha(x,y) = 0 \) otherwise. For color images, we can choose any one of the color planes to compute the cut and assign its corresponding mask \( \alpha(x,y) \) for all the planes. In Sect. 4, our experiment shows that this algorithm works well even on the plane with severe photometric inconsistency.

2.2. Transition smoothness and fidelity

The binary mask \( \beta_i(x,y) \) determines the contribution of the derivatives. The zeroth derivatives (i.e. image intensities) contain the complete information of an image and do not reject inconsistency. The first derivatives remove the mean intensities of an image, removing uniform inconsistency because the input images can match each other regardless of their global differences. For the second derivatives, both mean intensities and gradients are removed from an image. Hence, spatially varying inconsistency can also be reduced when images are matched in this domain. Readers can refer to our earlier work [11, 13] for a detailed mathematical analysis.

Suppose non-uniform inconsistency is severe among the input images. Thus, we should emphasize the second derivatives in the transition region. By default, it is the overlap region. However, users can extend it to the non-overlapping regions if a smoother transition is desired. We assign \( \beta_2(x,y) = 1 \) in the region and 0 elsewhere. In addition, users can assign either the zeroth or the first derivatives to the remaining region according to their requirement on fidelity relative to the input images. If matching the mean intensities is preferred, the first derivatives should be selected. We assign \( \beta_1(x,y) = 1 \) in the region and 0 elsewhere, while setting \( \beta_0(x,y) = 0 \) for all pixels. Similarly, if they prefer to keep the intensities, we swap \( \beta_0(x,y) \) and \( \beta_1(x,y) \) in this assignment rule. These features favor the subjective requirement of the users.
3. Basic implementation and multi-resolution enhancement technique

In our basic implementation, we use a forward differencing derivative filter $[-1 \ 1]$ as the first derivative operator and $[1 \ -2 \ 1]$ as the second derivative operator. The energy function can therefore be converted into a linear programming (LP) according to [11]. Since this is an unconstrained minimization, we can begin the process with any initial estimate of $\hat{g}_0(x,y)$ denoted as $\hat{g}_0(x,y)$, such as when we simply merge $g_1(x,y)$ and $g_2(x,y)$ according to the pixel locations with respect to the cut, i.e.

$$\hat{g}_0(x,y) = \alpha(x,y)g_1(x,y) + (1 - \alpha(x,y))g_2(x,y).$$

(5)

In our implementation, we use linprog in Matlab, which employs an interior point algorithm [12].

Furthermore, in order to increase the computational speed, we reduce the number of optimization variables using a multi-resolution technique. Large digital photographs are first decomposed into several resolution levels by 9-7 wavelet transform [14]. The subbands in each level are simply selected to form a predefined curve, except the approximation subbands which are instead stitched by our method. From our experience, the size of the approximation images should be at least 200 pixels to avoid artifacts.

4. Experimental results and discussion

In our experiment, we capture two digital photographs (960 $\times$ 1280 pixels each) at shifted orientation with different white balance settings. Note that some objects move between the two captures and photometric inconsistency exists mainly in green. Before our stitching procedure, the photographs are preprocessed by a commercial software [15]. It automatically warps the images to correct for lens and perspective distortions, and also performs global alignment. The warped images are shown in Fig. 1 and the rectangular box roughly indicates their overlap region.

4.1. Comparisons on identifying an optimal cut

First we compare the ability of finding a cut without passing through moving objects. The curve searching methods are applied in the green plane only to show the superior performance of our technique for images under heavy photometric inconsistency. Araújo and Leite [1] and Soille [4] measure consistency in intensity and gradient respectively, followed by searching a cut using watershed segmentation. Our method instead measures both. The results are shown in Fig. 2, where black lines indicate the cutting curves. In (a), the method of Araújo and Leite locates the curve at the roof of the black van, giving a noticeable cutting. In (b), Soille’s method locates the curve along the window of another van, where the cutting is again visible. However, in Fig. 3(a), our method prevents the curve from passing through the moving objects and minimizes the cut along salient edges. As shown in Fig. 3(b), the binary mask $\alpha(x,y)$, where black is 0 and white is 1, can be created according to this curve.

4.2. Comparisons on stitching methods

We compare with other stitching methods both subjectively and objectively, using $\alpha(x,y)$ created above to eliminate ghosting. Also, we apply the multi-resolution enhancement technique for Wavelet Blending, Gradient Stitching and our method. It decomposes the images into 6 wavelet levels and thus the approximation image is $30 \times 40$ pixels each. For our method, the optimization process can finish in about 10 seconds for each channel.

We quantify the transition smoothness and fidelity relative to the input images by Mean Square Error (MSE). The smoothness metric $M_s$ is the MSE between the result and the two
input images within the overlap. Smaller $M_s$ implies that the result is more similar to the average of the images, and thus the transition is smoother. The fidelity metric $M_f$ is the MSE outside the overlap regions. A smaller $M_f$ means better fidelity.

Table 1 shows $M_s$ and $M_f$ for (a) Exposure Compensation, (b) Wavelet Blending, (c) Gradient Stitching, and (d) and (e) our method with different $\beta_i(x,y)$. In (d), we assign 1 to the middle 65% vertical portion of $\beta_2(x,y)$, $\beta_0(x,y) = 1$ in the remaining area, and $\beta_1(x,y) = 0$ for all pixels. In (e), we assign 1 to the 85% portion of $\beta_2(x,y)$ instead. Note that since the vehicles shown in Fig. 1(b) are removed in most of the results, we do not count the errors in $M_s$ for those regions. In the Table, Exposure Compensation gives the smallest $M_s$, followed by our method with the two settings. Thus, our technique gives a smoother result than Wavelet Blending and...
Gradient Stitching. Moreover, the result with our second parameter setting is smoother than the first one. Our first design achieves the smallest $M_f$, followed by our second one. Therefore, our method can maintain the content better than the other methods.

Table 1. Summary of the smoothness metric ($M_s$) and fidelity metric ($M_f$) for the stitching methods: (a) Exposure Compensation, (b) Wavelet Blending, (c) Gradient Stitching, (d) Our method minimizing second derivatives over the middle 65% vertical portion, and (e) minimizing over the middle 85% portion.

<table>
<thead>
<tr>
<th></th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_s$</td>
<td>636.4725</td>
<td>934.3102</td>
<td>933.1125</td>
<td>932.3330</td>
<td>932.2184</td>
</tr>
<tr>
<td>$M_f$</td>
<td>1.5877</td>
<td>2.3191</td>
<td>42.0599</td>
<td>0.5942</td>
<td>1.2154</td>
</tr>
</tbody>
</table>

Next, we compare their visual results as shown in Fig. 4. In (a), Exposure Compensation gives a very smooth transition at the expense of severe double-edge artifacts. (b) shows that Wavelet Blending gives a noticeable sharp transition across the cutting curve. In (c), Gradient Stitching is much smoother, but mean intensities on the non-overlapping regions are modified heavily. (d) shows that our method with the second parameter setting gives no double edges or noticeable cut. Also, the non-overlapping regions are not significantly altered. When we zoom in the fence, as shown in Fig. 5, we can see that our method gives the smoothest transition across the cutting curve when compared with Wavelet Blending and Gradient Stitching.

Furthermore, another stitching example can be found in [13]. The two photographs shown in Fig. 6, again with different white balance conditions, are stitched. Here, in Tbl. 2, we show the smoothness metric ($M_s$) and fidelity metric ($M_f$) after stitching. We can observe that the comparison can match with that presented in this paper.
Fig. 5. A zoom-in region of the result (a) Wavelet Blending, (b) Gradient Stitching and (c) Our method. They illustrate the transition across the cutting curve.

Fig. 6. (a) and (b) Input photographs for the stitching example described in [13].

Table 2. Summary of the smoothness metric ($M_s$) and fidelity metric ($M_f$) for the stitching methods: (a) Exposure Compensation, (b) Wavelet Blending, (c) Gradient Stitching, (d) Our method minimizing second derivatives over the overlap region and (e) Minimizing throughout the mosaic.

<table>
<thead>
<tr>
<th></th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_s$</td>
<td>995</td>
<td>1463</td>
<td>1355</td>
<td>1222</td>
<td>1103</td>
</tr>
<tr>
<td>$M_f$</td>
<td>127</td>
<td>124</td>
<td>862</td>
<td>124</td>
<td>185</td>
</tr>
</tbody>
</table>

4.3. Comparisons on decomposition level count

Finally, we test how the number of decomposition levels in our multi-resolution enhancement technique affects memory usage and running time. We redo the stitching case in Tbl. 1(d) with different number of decomposition levels. In Tbl. 3, the memory usage, total running time and the ratio of time consumed by optimization to the total running time for each color plane on average are tabulated. When there are fewer than 4 levels, our system runs out of memory. However, when it increases, both the total running time and memory decrease, illustrating that this technique can improve our method’s efficiency when the number of levels increases. Furthermore, the ratio of time consumption drops with the increase in level count. This suggests that the bottleneck of our method is in the decomposition and reconstruction instead of in the optimization process.
Table 3. Summary of the average memory usage ($M$), total running time ($T_t$) and the ratio of time consumed by optimization ($T_o$) to the total running time when stitching with different number of decomposition levels.

<table>
<thead>
<tr>
<th></th>
<th>≤ 3 levels</th>
<th>4 levels</th>
<th>5 levels</th>
<th>6 levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
<td>n/a</td>
<td>221 MB</td>
<td>209 MB</td>
<td>159 MB</td>
</tr>
<tr>
<td>$T_t$</td>
<td>n/a</td>
<td>152.7 sec</td>
<td>27 sec</td>
<td>10.6 sec</td>
</tr>
<tr>
<td>$T_o : T_t$</td>
<td>n/a</td>
<td>0.91</td>
<td>0.75</td>
<td>0.38</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, we propose an optimization method based on image derivatives to stitch photographs with color and position mismatch. To prevent cutting through moving objects, we use a curve based on both intensity and gradient consistency. Then, we blend the colors along the curve by minimizing the dissimilarity of second derivatives between the result and the input photographs. We find that double edges, ghosting and visible cut can be reduced effectively. Moreover, by adjusting the minimization area of the derivatives, we can control the transition smoothness and fidelity of the result. Furthermore, the multi-resolution technique can reduce the process time to a few seconds for each channel independent of the original image size.