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Abstract—Continuous sign language recognition (CSLR) is a challenging task involving various signal processing techniques to infer the sequences of glosses performed by signers. Existing approaches in CSLR typically use multiple input modalities such as the raw video data and the extracted hand images to improve their recognition accuracy. However, the large modality differences make it difficult to define an integrative framework to effectively exchange and combine the knowledge obtained from different modalities such that they can complement each other for improving the framework’s robustness against the gesture variations and background noises in CSLR. To address this issue, we propose a novel cross-attention deep learning framework named the CA-SignBERT. This framework utilizes multiple Bidirectional Encoder Representations from Transformers (BERT) models to analyze the information from different modalities. Among these BERT models, we introduce a special cross-attention mechanism to ensure an efficient inter-modality knowledge exchange. Besides, an innovative weight control module is proposed to dynamically hybridize their outputs. Experimental results reveal that the CA-SignBERT framework attains state-of-the-art performance in four benchmark CSLR datasets.

Index Terms—Attention mechanism, sign language recognition, bidirectional encoder representations from transformers.

I. INTRODUCTION

SIGN languages are the most important communication methods used by the deaf to express their ideas through hand gestures and body movements. Yet the special linguistic rules and the complicated gestures in sign languages seriously hinder the hearing people from using it. As a result, many communication barriers exist for the deaf. In order to address this issue, some real-world applications [1], [2], [3] of continuous sign language recognition (CSLR) have been developed to decipher the continuous sequences of the glosses in sign languages [4], [5], [6] for breaking down these barriers. However, the performance of these applications can be seriously affected by the gesture variations and background noises, which significantly limits their applicability. In addition, some glosses in sign languages can be similar in terms of their hand movements or shapes which makes them difficult to be differentiated by the existing CSLR approaches.

In fact, these issues can be alleviated by deriving additional modalities such as hand images and joint coordinates from the raw video input such that they can be used as the extra information channels during the recognition. These modalities could contain domain-specific merits that are complementary to the raw input data. For example, the hand images contain the most detailed information of the signers’ gestures while the joint coordinate data is immune to the illumination conditions and other environmental issues. Integrating them with the original input modalities can thus not only improve the robustness of the recognition models against the interference caused by the non-standard gestures and environmental noises [7], but also provide more information channels to distinguish the similar glosses.

Therefore, many existing works have employed multiple input modalities for CSLR [8], [9], [10], [11]. Most of them directly combine the knowledge learned from different modalities with a fixed weight [11], [12], [13]. Yet this is insufficient for CSLR. As a matter of fact, to attain an improved recognition accuracy in CSLR with multiple input modalities, a dynamic combination weight is required since each modality is suitable to recognize a different group of glosses. For instance, some glosses such as the digits in sign languages mainly consist of finger movements. In this case, the hand images will be a suitable modality as it contains the most concrete information of the signers’ hands. On the other hand, the joint coordinate data could be a better choice when targeting at the glosses with many body and arm movements. Accordingly, it is more reasonable to dynamically adjust their combination weights according to the recognition targets and their recognition accuracy.

Besides, a systematic and feasible communication scheme for exchanging the knowledge from different modalities is also vital to CSLR. Taking the attention mechanism [14] that has widely been employed in CSLR [11], [15] as an example, the attention matrix generated from a single input modality could be biased due to some modality-specific limitations when recognizing a special gloss. Clearly, this will ultimately influence the overall performance of the CSLR approaches. It is thus critical to exchange the attention information among different modalities in the recognition models to minimize the risk of being adversely affected by this error.

Motivated by the above discussions, we propose a cross-attention BERT-based framework named the CA-SignBERT for CSLR. The graphical overview of it is shown in Fig. 1. Basically, this framework consists of multiple information paths. Each path contains a deep learning based feature extractor
and a pretrained Bidirectional Encoder Representations from Transformers (BERT) model [16] for processing the input from one modality such as the raw video input or the extracted hand images. Between any pair of the information paths, we propose a new cross-attention mechanism to exchange the knowledge learned from different input modalities. Meanwhile, an innovative weight control module is introduced in the CA-SignBERT to flexibly adjust the fusion weights of the outputs from different information paths.

Furthermore, to provide additional training to the CA-SignBERT, we introduce a new masked iterative training method which uses the partially masked pseudo labels for re-training the framework iteratively.

In summary, the main contributions of this work are stated as follows:

1) A BERT-based deep learning framework named the CA-SignBERT is developed for CSLR in which multiple BERT models are utilized to process the inputs from different modalities;
2) A cross-attention mechanism is proposed for the CA-SignBERT to exchange the information obtained from different modalities such that they can complement each other for attaining a higher recognition accuracy.
3) A weight control module is designed to dynamically adjust the fusion weights of the outputs from different information paths such that more attention can be payed to the modalities with better performance.

The rest of this letter is organized as follows. In Section II, the proposed CA-SignBERT framework consisted of the cross-attention mechanism and the weight control module will be discussed in detail. Section III will present an ablation study and the experimental results on four public CSLR datasets. Lastly, Section IV will conclude this work.

II. THE PROPOSED CA-SIGNBERT FRAMEWORK

A. An Overview of the Framework

The objective of the CA-SignBERT framework is to effectively utilize the information from different input modalities for improving the recognition accuracy in CSLR. To achieve this goal, we integrate multiple information paths in the CA-SignBERT. Each information path is composed of a modality-specific feature extractor and a BERT model for analyzing the data of one input modality. Between any pair of the information paths, we introduce a novel cross-attention mechanism to exchange the knowledge learned from different modalities such that they can complement each other. Furthermore, in order to promote the strengths of each input modality while avoiding its weaknesses, we propose a new weight control module in the CA-SignBERT to dynamically hybridize the outputs from different information paths according to multiple evaluation factors including the preliminary recognition results from the feature extractors, the recognition performance of different modalities and the sequential information generated by the bidirectional long short-term memory (BLSTM) layers.

As demonstrated in Fig. 1, the cross-attention mechanism firstly stacks the input feature vectors (denoted as $F_1$ and $F_2$ respectively) of the first and second information paths as:

$$F_c = \begin{pmatrix} F_1 \\ F_2 \end{pmatrix}, \quad (1)$$

This integrated feature vector ($F_c$) is then fed into a multi-head attention unit [14] where the query ($Q_c$), key ($K_c$) and value ($V_c$) are defined as

$$Q_c = F_c W_c^Q = \begin{pmatrix} F_1 W_c^Q \\ F_2 W_c^Q \end{pmatrix}, \quad (2)$$
$$K_c = F_c W_c^K = \begin{pmatrix} F_1 W_c^K \\ F_2 W_c^K \end{pmatrix}, \quad (3)$$
$$V_c = F_c W_c^V = \begin{pmatrix} F_1 W_c^V \\ F_2 W_c^V \end{pmatrix}, \quad (4)$$

in which the $W_c^Q$, $W_c^K$ and $W_c^V$ are the trainable weight vectors while ($Q_1, Q_2$), ($K_1, K_2$) and ($V_1, V_2$) denote the vectors of query, key and value from the first and second information paths, respectively. Based on the $Q_c$, $K_c$ and $V_c$, we can compute the
“Scaled Dot-Product Attention” [14] as
\[ A_c = \text{Attention}(Q_c, K_c, V_c) = \text{softmax} \left( \frac{Q_c K_c^T}{\sqrt{d}} \right) V_c. \] (5)

To make it easier for explanation, we remove the softmax function and the scaling factor \( \sqrt{d} \) in equation (5) in the following derivation, which in fact has no impact on the key idea of the proposed cross-attention mechanism. Thus, the derivation process can be expressed as
\[ Q_c K_c^T V_c = \begin{pmatrix} Q_1 \\ Q_2 \end{pmatrix} \begin{pmatrix} K_1^T & K_2^T \end{pmatrix} \begin{pmatrix} V_1 \\ V_2 \end{pmatrix} = \begin{pmatrix} Q_1 K_1^T V_1 + Q_1 K_2^T V_2 \\ Q_2 K_1^T V_1 + Q_2 K_2^T V_2 \end{pmatrix}. \] (6)

Then, we split the output \( A_c \) into \( A_1 \) for the first modality and \( A_2 \) for the second modality, in which
\[ A_1 = Q_1 K_1^T V_1 + Q_1 K_2^T V_2, \] (7)
\[ A_2 = Q_2 K_1^T V_1 + Q_2 K_2^T V_2. \] (8)

It is worth noting that the second and third terms in equation 7 and equation 8 actually represent the intra-modality knowledge and the inter-modality knowledge generated by the cross-attention mechanism, respectively. After that, both the \( A_1 \) and \( A_2 \) will be scaled by a coefficient \( \alpha \) which is positive but less than 1 and then separately summed up with the original outputs produced by the multi-head attention operations in the first and second modalities for the subsequent feed-forward networks.

C. The Weight Control Module

In the CA-SignBERT framework, we introduce a new weight control module to adaptively adjust the combination weights of different input modalities according to three evaluation terms: the forecasted glosses, the sequential information and the intra-modality recognition loss.

1) The Forecasted Glosses: As presented in Fig. 1, the forecasted glosses control the combination weighted based on the preliminary recognition results from the feature extractors. Specifically, for a sequence of input data clips, we use a two-layer fully-connected network to forecast the meaning of each data clip based on the outputs from the feature extractors and generate the fusion weights accordingly. With this evaluation term, the weight control module can estimate the gloss of each data clip and arrange larger weights on the input modalities that are skilled in recognizing this gloss.

2) The Sequential Information: In this evaluation term, we employ multiple BLSTM layers to analyze the sequential relation among the data clips within each modality. As shown in Fig. 1, the output from each BERT model will be fed into an extra BLSTM layer for generating a value for each input data clip. The ratio of the values which have the same timestamp but from different input modalities will then be used as the combination weight for their corresponding data clips. Through this evaluation term, the weight control module can provide personal weight factors for the data clips at different timestamps based on their temporal dependency.

3) The Intra-Modality Recognition Loss: Different from other evaluation terms which use neural networks to generate a specific weight coefficient for each data clip, this evaluation term adjusts the combination weights iteratively based on the modality performance. As presented in Fig. 1, in each training iteration, we utilize the output from each information path to conduct CSLR independently and measure its CTC loss. After that, the inverse ratio of the CTC loss in each modality will be used as its combination weight in next iteration. The initial weight of each modality in the first iteration is set to be 1. In this way, the weight control module can then penalize the input modalities with poor performance and focus more on the one with high recognition accuracy.

D. Iterative Training

The significance of iterative training in CSLR has been verified by numerous works [11], [20], [21] as it can provide extra supervisions for the recognition models under the limited amount of data. Yet existing iterative training methods can only offer additional training to the feature extractors but not the BERT models [5], [20]. To address this issue, we employ a new masked iterative training (MAIT) for the CA-SignBERT.

In the MAIT, the framework is firstly trained end-to-end by minimizing the final CTC loss such that a sequence of glosses can be obtained from the last BLSTM layer. We consider these glosses as the pseudo labels of the input data clips and randomly mask one of them through replacing it with background noise. After that, the whole sequence of data clips (including the one being masked) is fed into different information paths separately such that the feature extractors and the BERT models can be trained by predicting the pseudo label of the masked data clip with cross-entropy loss.

The benefits of the MAIT are threefold. First, the MAIT can provide extra supervisions to train not only the feature extractors but also the BERT models. Second, as it does not know which data clip will be masked, the CA-SignBERT framework is forced to keep a distribution of contextual representation for each data clip and thus robust to the possible non-standard signs. Last but not least, we can mask different video clips iteratively such that more training data can be provided for the CA-SignBERT framework.

III. EXPERIMENTS

In this section, we will firstly introduce some experimental setups and the four CSLR datasets on which we conduct extensive experiments. After that, we will analyze the performance of different groups of input modalities through an ablation study. Lastly, we will compare the performance of the CA-SignBERT framework with those of other existing approaches.

A. Datasets Information

In this letter, we conduct the experiments on four benchmark CSLR datasets which include the Chinese sign language (CSL) dataset [22], the RWTH-Phoenix-Weather-2014 (RWTH-2014) dataset [23], the Greek sign language (GSL) dataset [24] and the newly collected Hong Kong sign language (HKS) dataset. The information of the first three datasets can be found in [22], [23] and [24], respectively. The HKS dataset is newly introduced by us for facilitating the research in CSLR. It contains 50 Hong Kong sign language sentences performed by 6 signers with 8 repetitions. In each sentence, three types of input modalities are collected including RGB videos, depth videos and smart watch data.
In the CA-SignBERT, we firstly adopt the frame selection mechanism introduced in [11] for selecting the key frames. These selected frames are then converted into video clips for the upcoming feature extraction through a sliding window of size 8 and stride 4. For the smart watch data in the HKSL dataset, we use the same starting and ending timestamps as the video clips for creating the smart watch data clips. To evaluate the performance of the framework precisely, we employ the word error rate (WER) as the main criterion [25].

### C. The Ablation Study

In this ablation study, we compare the performance of four different groups of input modalities in the HKSL dataset, including the “RGB Only,” “RGB and Depth,” “RGB and Joint Coordinates” and “RGB and Hand Images”. The RGB channel and the depth information are provided by the dataset while the joint coordinates and hand images are extracted from the RGB channel through OpenPose [26].

As shown in Table I, the “RGB and Hand images” attains the lowest WER of 4.02% among all the modality combinations. This is mainly because the hand images can provide the direct information of the most critical part in CSLR. Therefore, in the following experiments, we will use the extracted hand images as the second input modality by default. It is worth noting that the “RGB Only” performs the worst with a WER of 5.94%. This clearly demonstrates the importance of integrating additional modalities for CSLR.

### D. A Comparison With State-of-The-Art Methods

In this subsection, we compare the performance of the CA-SignBERT framework with those of other existing approaches on the aforementioned CSLR datasets. All the experimental results are shown from Table II to Table V.

Specifically, the CA-SignBERT outperforms the second-best approach by 0.46% in the signer independent test (SIT) [11] and 4.70% in the unseen sentence test (UST) [11] of the CSL dataset. Meanwhile, it also attains the lowest WER in both the validation set (18.3%) and test set (18.6%) of the RWTH-2014 dataset. In addition, it can be observed from Table IV that the CA-SignBERT surpasses other methods with a lowest WER of 2.20% in the GSL-SI test set and 31.15% in the GSL-SD test set. Lastly, as shown in Table V, the CA-SignBERT transcends other existing approaches by at least 2% in the SIT and 5% in the UST of the HKSL dataset.

In summary, it can be observed from Table II to Table V that the CA-SignBERT framework achieves better performance than all the existing methods on these benchmark CSLR datasets. This result strongly validates the effectiveness of the CA-SignBERT framework which integrates the knowledge from different input modalities with an innovate cross-attention mechanism and an adaptive weight control module.

### IV. CONCLUDING REMARKS

In this work, we introduce a pioneering CA-SignBERT framework for CSLR with multiple input modalities. This framework contains an innovative cross-attention mechanism to effectively exchange the knowledge extracted from different modalities and a new weight control module to dynamically adjust their combination weights. Extensive experiments conducted on four benchmark CSLR datasets show that significantly lower word error rates are attained by the CA-SignBERT when compared to the results of other state-of-the-art approaches in CSLR.

More importantly, this work sheds lights on numerous directions for future investigation. First, it is valuable to explore the performance of adopting other intelligent algorithms such as the graph convolutional network [38] and the attributed network clustering [39] in the CA-SignBERT for CSLR. Moreover, it will be meaningful if future investigations may apply the techniques in the CA-SignBERT to other applications with multiple input sources, such as sentiment analysis [40], social network modelling [41] and knowledge tracing [42].
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