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Abstract—Although there are distinct power-performance advantages in customizing an accelerator for a specific combination of FPGA platform and neural network model, developing such highly customized accelerators is a challenging task due to the massive design space spans from the range of network models to be accelerated, the target platform’s compute capability, and its memory capacity and performance characteristics. To address this architectural customization problem, an automatic design space exploration (DSE) framework using a mixed-integer geometric programming (MIGP) approach is presented. Given the set of DNN models to be accelerated and a generic description of the target platform’s compute and memory capabilities as input, the proposed framework automatically customizes an architectural template for the platform-model combination and produces the associated I/O schedule to maximize its end-to-end performance. By formulating DNN inference as a multi-level loop tiling problem, the proposed framework first customizes an accelerator template that consists of a parameterizable array architecture with SIMD execution cores and a customizable memory hierarchy using a MIGP to maximize the expected resource utilization. Subsequently, a second MIGP is used to schedule memory and compute operations as tiles to improve on-chip data reuse and memory bandwidth utilization. Experimental results from a wide range of neural network models and FPGA platform combinations show that the proposed scheme is able to produce accelerators with performance comparable to the state-of-the-art. The proposed DSE framework and the resulting hardware/software generator are available as an open-source package called AGNA with the hope that it may facilitate vendor-agnostic DNN accelerator development from the research community in the future.

I. INTRODUCTION

Specializing an accelerator architecture for a particular deep neural network (DNN) to run on a particular platform has distinct power-performance advantages over the use of a generic design. However, manually optimizing an accelerator over the enormous design space spans from a large number of often changing DNN topologies, greatly varied platform capabilities, as well as sophisticated I/O and compute operation scheduling is not only time-consuming and error-prone, but the resulting performance is also difficult to predict early in the design process. Even small changes in the neural network model, such as altering the stride size, kernel size, or the number of channels used in a convolutional neural network (CNN) layer, can lead to significant performance degradation due to non-trivial hardware implementation issues such as mismatch in the number of available computing and on-chip memory resources, off-chip memory bandwidth, data layout or I/O schedule. As a result, development effort spent on optimizing one particular network on one particular target platform can hardly be reused when the network topology changes or when a different platform is targeted, which is very common in real-world industrial settings. To facilitate high productivity DNN accelerator development, it is therefore desirable to have automated design space exploration (DSE) tools that rapidly customize DNN accelerators for a target platform with good and reliable performance estimations.

In this paper, we introduce AGNA, an open-source, flexible, and extensible hardware generator for DNN acceleration that fills this gap. Given a DNN model and a generic specification of the compute and memory capabilities of the target platform, AGNA automatically produces a hardware accelerator optimized for the target platform-model combination. To achieve that, AGNA utilizes a highly customizable architecture template with an array of processing elements (PE) combined with a parametrizable memory hierarchy. Using this template, AGNA formulates the inference of each network layer as a multi-level loop tiling problem and uses a mixed integer geometric program (MIGP) to search for the optimal accelerator architecture based on a cross-layer analysis of the tiled loops under the performance and resource constraints of the target platform. At the hardware level, while the operations between the PE array execute asynchronously, the operations within the compute units of a PE are designed to execute with lock step in a single-instruction-multiple-data (SIMD) fashion to simplify hardware control logic. Finally, compute and I/O operations of each layer are scheduled to run on this architecture using a second MIGP to minimize overall execution latency, taking into account the hierarchical computing facilities, the amount of on-chip memory, as well as the performance of off-chip memory.

AGNA has been tested with a large combination of DNN models targeting a range of FPGA platforms with different compute and memory capabilities. Our results show that, on average, AGNA produced DNN accelerator designs and their corresponding schedules with 12.7\% overhead over the...
theoretical performance of the given platform, while achieving end-to-end inference performance comparable to the state-of-the-art. With that, the main contributions of AGNA are in the following aspects:

- We propose an automatic DNN inference accelerator generation framework that produces model-platform optimized hardware and software for FPGA systems;
- We propose two MIGP formulations and their relaxed solutions to achieve high-performance combined architectural search and operation scheduling in a unified framework;
- We contribute the design framework to the community as an open-source software to facilitate further enhancements.

In the next section, background and related work on optimizing DNN accelerators for FPGAs are described. The proposed design space exploration (DSE) methodology will be elaborated in Section III. Detailed implementation of the hardware template is discussed in Section IV. Experimental results are reported in Section V. We will conclude and layout future extensions to AGNA in Section VI.

II. BACKGROUND & RELATED WORK

A. DNN Accelerator on FPGA

A large body of works have repeatedly demonstrated the power and performance benefits when the design of an accelerator and the target neural network can be co-designed at the same time.

For instance, in the work of LUTNet [1], the $K$-LUT of FPGAs were used as building blocks to construct neural networks, which naturally lead to efficient hardware implementations. In [2], the authors proposed an ultra low-latency FPGA-based image analytical system using a quantized convolutional neural network that facilitate hardware pipeline operations. Other works such as [3], [4] also leveraged special hardware convolution operations like shift kernel or deformable kernel to achieve a better tradeoff between accuracy and hardware efficiency on FPGA. Furthermore, many works have explored using extreme low-bitwidth quantization to achieve better hardware performance [5], [6], [7].

However, given the enormous design space, it remains an unsolved challenge to optimize each model-platform combination to address the ever-changing real-world application requirements in speed and accuracy. As a result, in one line of work, techniques such as network architecture search (NAS) and hardware design space exploration (DSE) have been integrated together to achieve automatic algorithm-hardware codesign [8], [9], [10]. On the other hand, a number of works focus on the auto-generation of optimal hardware implementations for different networks and platforms. For instance, FP-DNN [11] designed an automated framework that maps the hardware implementation of a DNN from Tensorflow-description using predefined RTL-HLS templates of layers. [12] provided a framework that transforms C-program to accelerator implementation in a systolic array architecture. SAMO [13] explored the automation of producing CNN accelerator targeting streaming architecture. In DNNBuilder [14], the authors proposed a fine-grained layer-based pipeline architecture with an automatic resource allocation algorithm to perform DSE in hardware implementation. Similar work also targeted Cloud FPGA [15] and ASICs [16]. Following this line of work, AGNA also aims to produce hardware accelerators that are customized for a given set of neural networks. It is unique in the way it searches for optimal architecture using MIGPs over a loop tiling formulation of a neural network and it shows that such formulation can be solved efficiently using relaxation-rounding algorithms.

B. Geometric Programming

Constrained optimization is widely used in computer architecture and system research. By properly formulating a design problem into objectives and constraints functions, one can solve large-scale problem reliably and efficiently. Prior works have adopted approaches like polyhedral transformation [17], [18], [19], mixed-integer programming [20] in accelerator design and operation scheduling. In particular, geometric programming owns the advantages of modeling loop tiling/unrolling in a very generic and simple way. A geometric program is a non-linear optimization problem characterized as follows:

$$\begin{align*}
\min_{x} & \quad f_0(x) \\
\text{s.t.} & \quad f_i(x) \leq 1, \quad i = 1, ..., m \\
& \quad h_i(x) = 1, \quad i = 1, ..., p
\end{align*}$$

where $f_0, ..., f_m$ are polynomials and $h_1, ..., h_p$ are monomials [21]. A monomial is a function $c_1 x_1^{a_1} x_2^{a_2} \cdots x_n^{a_n}$ with $c > 0$, and a polynomials is a sum of monomial, $\sum_{k=1}^{K} c_k x_1^{a_{1k}} x_2^{a_{2k}} \cdots x_n^{a_{nk}}$, where $c_k > 0$. It can be transformed into a convex form and solved efficiently with guaranteed convergence to a global optimal solution [22].

Previous works have used geometric programming to optimize design transformation in HLS [23], data-reuse [24], [25], [26], and tiling size selection [27], [26]. In this work, we leverage geometric programming to capture spatial and temporal tiling of nested loops in DNN hardware generator and operations scheduling in a uniform manner and use an efficient relaxation-rounding algorithm to solve the proposed programs.

III. DSE METHODOLOGY

AGNA takes DNN models and FPGA platform specifications as input and automatically produces high-performance hardware accelerators. The DSE flow of AGNA is shown in Fig. 1. The DSE in AGNA is decoupled into Architecture Search and Operation Scheduling to reduce the design space. Each decoupled problem is formulated as a MIGP. Without
such decoupling, the design space can reach $\sim 10^3$ variables and $\sim 10^{10000}$ valid design points for ResNet-50.

In this section, we first introduce the abstraction methodology of AGNA in Section III-A. Then we formulate the MIGP of Architecture Search and Operation Scheduling in Section III-B and Section III-C, respectively. We also introduce a relaxation-rounding algorithm to solve MIGP in Section 1. Table I lists the notations of constants and variables used in DSE.

![Fig. 1: Overview of AGNA design flow.](image)

**TABLE I: Notations of constants and variables in DSE.**

<table>
<thead>
<tr>
<th>Type</th>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation</td>
<td>$D$</td>
<td>The set of 6 enumerated loop dimensions: $D = {1, 2, 3, 4, 5, 6}$.</td>
</tr>
<tr>
<td>Constant</td>
<td>$L_d$</td>
<td>Loop bound of $d$-th loop of a layer.</td>
</tr>
<tr>
<td></td>
<td>$L$</td>
<td>The set of loop bounds in a layer: $L = {L_d \mid d \in D}$.</td>
</tr>
<tr>
<td></td>
<td>$N_{d_{fp}}$</td>
<td>Number of available DSP blocks.</td>
</tr>
<tr>
<td></td>
<td>$N_{d_{mem}}$</td>
<td>Number of available memory blocks.</td>
</tr>
<tr>
<td></td>
<td>$\alpha$</td>
<td>DSP cost of one MACC operation.</td>
</tr>
<tr>
<td></td>
<td>$\gamma_{bf}$</td>
<td>Capacity of RF or buffer.</td>
</tr>
<tr>
<td></td>
<td>$w_{data}$</td>
<td>Bitwidth of data.</td>
</tr>
<tr>
<td></td>
<td>$w_{bus}$</td>
<td>Bitwidth of data bus on platform.</td>
</tr>
<tr>
<td>Platform</td>
<td>$A$</td>
<td>The set of architecture parameters of PE. Design variable in Architecture Search.</td>
</tr>
<tr>
<td>Constant</td>
<td>$O$</td>
<td>The set of schedule parameters of a layer. Design variable in Operation Scheduling.</td>
</tr>
</tbody>
</table>

![Fig. 2: The 6-dimension nested loop representation of a layer.](image)

such decoupling, the design space can reach $\sim 10^3$ variables and $\sim 10^{10000}$ valid design points for ResNet-50.

In this section, we first introduce the abstraction methodology of AGNA in Section III-A. Then we formulate the MIGP of Architecture Search and Operation Scheduling in Section III-B and Section III-C, respectively. We also introduce a relaxation-rounding algorithm to solve MIGP in Section 1. Table I lists the notations of constants and variables used in DSE.

**TABLE II: The columns under operation mapping show the semantics of $L_d$ in different operations. I indicates the loop is skipped. The columns under memory mapping show the relation between $L_d$ and the memory hierarchy. The checkmark indicates whether the memory is connected to the dimensions in the DSP array. Note that RF only exists between ABUF and DSP array.**

<table>
<thead>
<tr>
<th>Operation mapping</th>
<th>Memory mapping</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conv</td>
<td>MatMul</td>
</tr>
<tr>
<td>$L_1$</td>
<td>output</td>
</tr>
<tr>
<td>$L_2$</td>
<td>input</td>
</tr>
<tr>
<td>$L_3$</td>
<td>weight</td>
</tr>
<tr>
<td>$L_4$</td>
<td>weight</td>
</tr>
<tr>
<td>$L_5$</td>
<td>output</td>
</tr>
<tr>
<td>$L_6$</td>
<td>output</td>
</tr>
</tbody>
</table>

**A. Abstraction Methodology**

1) **Operation Abstraction:** The operation of a DNN layer can be represented in a 6-dimension nested loop as shown in Fig. 2. The loop bounds are denoted as $L$. AGNA supports convolution, depth-wise convolution, max pooling, average pooling, matrix-matrix multiplication, and fully connected layers by assigning $L$ to different semantics. Detailed mapping of $L$ is shown in Table II. Depth-wise convolution, max pooling, and average pooling layers are omitted since they have the same semantics as convolution layers and are only different in operations.

2) **Architecture Abstraction:** The target architecture of the accelerator in AGNA is built by an array of processing elements (PE) as shown in Fig. 3. PEs communicate with external memory through a multicast network. All PEs share the same control logic and operate in single instruction multiple data (SIMD) fashion. Each PE has one DSP array for computation and two levels of memory for storage. The DSP array has 6 dimensions of DSPs, corresponding to the 6-dimension loop in $L$. We denote the architecture of the DSP array as a vector $A = \{A_d \mid d \in D\}$. $A_d$ is the number of parallel operations on dimension $d$. The total number of DSPs required in one PE is:

$$N_{d_{sp}} = \alpha \prod_{d \in D} A_d$$ (2)

Where $\alpha$ is the cost of DSPs per operation. For example, $\alpha = 0.5$ if two MACC operations are packed into one DSP block.

The memory in PE has two levels: buffer and register file (RF). We build ABUF, WBUF, and PBUF at the buffer level to store input activation, weight, and partial sum. Buffers directly communicate with external memory. Each buffer is connected to multiple RFs. RFs are smaller than buffers and only store a small copy of data from the upper-level buffer. We build RFs for ABUF due to the irregular access of input activation shown in Fig. 2. The access to the ABUF varies dynamically from stride and kernel size. With RF, the accelerator can flexibly support different data access and schedules while maintaining high computation efficiency and reducing memory footprint. RFs for WBUFF and PBUF are eliminated since the access is static.
The required number of buffers or RFs in one PE can be computed by the product of its related dimensions. The related dimensions are shown in Table II. For example, the number of PBUF is given by \( N_{\text{pbuf}} = A_1 A_2 A_6 \). Similarly, we define \( N_{\text{abuf}}, N_{\text{wbuf}}, \) and \( N_{\text{rf}} \). The total number of memory blocks required in one PE is:

\[ N_{\text{mem}} = \beta (N_{\text{abuf}} + N_{\text{wbuf}} + N_{\text{pbuf}}) \]  

Where \( \beta \) is the cost of memory blocks per buffer. As a vendor-agnostic tool, AGNA does not limit the memory type. For example, the memory blocks could be RAM18K in Xilinx devices or M20K in Intel devices. RF is built by LUTs thus is excluded from the above formulation.

Variable \( A \) is used to denote the architecture of PE. The total number of PEs built on the accelerator is denoted as \( N_{\text{pe}} \).

3) Scheduling Methodology: There are 5 levels in the accelerator to be scheduled: \( T, S, P, Q, \) and \( F \), as shown in Fig. 3. A loop is tiled to 5 levels and mapped to the levels in the accelerator. \( T \) is mapped to PE in the time domain where the loop body inside \( T \) is executed sequentially. \( S \) is mapped to PE in the space domain where the loop body is assigned to different PEs and executed in parallel. We refer to the loop body of \( S \) as a tile, the execution unit in PE. Inside the PE, a tile is further mapped to \( P, Q, \) and \( F \). \( P \) and \( Q \) are assigned to the memory hierarchy of buffers and RFs respectively. All DSP operations in \( F \) are mapped to the DSP array and executed in parallel. Each level has 6 schedule parameters which are the tiling factors. A \( 5 \times 6 \) matrix \( O \) is used to denote the schedule parameters of a layer. We denote the vector of schedule parameters at level \( l \) as \( O_l \), where \( l \in \{ T, S, P, Q, F \} \). A single schedule parameter at level \( l \) of \( d \)-th loop in \( O \) is denoted as \( O_{l,d} \). e.g., \( O_{T,4} \) denotes the schedule parameter at level \( T \) of 4-th loop.

B. Architecture Search

In this section, we discuss the formulation of architecture search. By modeling the resource utilization of the accelerator and architectural latency of each layer, a cross-layer MIGP is formulated. The architecture \( A \) will be produced in this stage.

1) Resource Utilization: The accelerator has a total number of \( N_{\text{pe}} \) PEs. PE utilizes most hardware resources including DSPs and memory blocks in the accelerator. With the resource utilization of single PE that is formulated in (2) and (3), the total number of DSPs used by the accelerator is formulated as \( N_{\text{pe}} N_{\text{dsp}} \), and the total number of memory blocks used by the accelerator is formulated as \( N_{\text{pe}} N_{\text{mem}} \).

2) Latency Model: We formulate the latency of \( i \)-th layer as the max of computations latency and communication latency:

\[
\text{comp}^i_{\text{arch}} = \frac{\prod_{d \in D}[L^i_d/A_d]}{N_{\text{pe}}}
\]

\[
\text{comm}^i_{\text{arch}} = \max (\text{size}^i_{\text{rd}}/w_{\text{data}}) \]

\[
\text{lat}^i_{\text{arch}} = \max (\text{comp}^i_{\text{arch}}, \text{comm}^i_{\text{arch}})
\]

\( \text{size}^i_{\text{rd}} \) computes required size of input activation and weight in layer \( i \), \( \text{size}^i_{\text{wr}} \) computes required size of output activation in layer \( i \). They are all formulated as posynomial of variable \( A \), e.g., \( \text{size}^i_{\text{wr}} = L^i_1 L^i_2 L^i_6 \); \( w_{\text{data}} \) is the bit width of data. \( w_{\text{bus}} \) is the bit width of the data bus between the accelerator and external memory.

3) Optimization Program of Architecture Search: With the resource utilization and latency model above, the architecture search problem for an \( m \) layers DNN model is formulated as:

\[
\min_{A} \sum_{i=1}^{m} \text{lat}^i_{\text{arch}}
\]

\[
\text{s.t. } N_{\text{pe}} N_{\text{dsp}} \leq B_{\text{dsp}}
\]

\[
N_{\text{pe}} N_{\text{mem}} \leq B_{\text{mem}}
\]

The objective function is the sum of the architectural latency of each layer. Note that this formulation can be extended to multi-model optimization by formulating the geometric mean of architectural latency of multiple models. The extended objective function is still in the form of posynomial and thus the extended optimization program is still a geometric program.

C. Operation Scheduling

In this section, we discuss the formulation of operation scheduling. \( A \) becomes constant after the architecture search stage. The schedule of each layer is formulated as a MIGP individually. The operation schedule \( O \) will be produced by solving this MIGP.

1) Loop Bound Constraints: To keep the effectiveness of computation, the schedule should cover all operations in the original loop \( L \). Therefore, the product of schedule parameters of all levels should be larger than the loop bound on the corresponding dimension. For each \( d \in D \):

\[
L^d \leq O_{T,d} O_{S,d} O_{P,d} O_{Q,d} O_{F,d}
\]
2) Spatial Constraints: A valid schedule should ensure that each operation is mapped to a valid PE and DSP. In the target architecture, S and F levels are mapped to the accelerator in the space domain. S level is mapped to different PEs. PEs are connected via a multicast network and can be mapped to arbitrary dimensions at runtime. The schedule is valid when the product of \( O_S \) is no more than the total number of PEs. Level F is mapped to parallel DSPs. The connection of DSPs is hard-wired. Hence each scheduling parameter in level F should not exceed PE architecture on the corresponding dimension. The spatial constraints are:

\[
\prod_{d \in D} O_{S,d} \leq N_{pe} \tag{7}
\]

3) Memory Utilization: Referring to the pseudo-code in Fig. 3, memory should store all required data for the inner loop. RFs are at the level \( Q \) and should start data for \( Q \) and \( F \). Buffers are at the level \( P \) and should store data for \( P, Q \), and \( F \). The utilization of RFs and buffers can be formulated as:

\[
\begin{align*}
U_{rf} &= \prod_{d \in \{2,5,6\}} O_{Q,d} O_{F,d} \\
U_{abuf} &= \prod_{d \in \{2,5,6\}} O_{P,d} O_{Q,d} O_{F,d} \\
U_{wbuf} &= \prod_{d \in \{1,2,3,4\}} O_{P,d} O_{Q,d} O_{F,d} \\
U_{pbuf} &= \prod_{d \in \{1,5,6\}} O_{P,d} O_{Q,d} O_{F,d}
\end{align*} \tag{8}
\]

Note that \( U_{rf} \) and \( U_{abuf} \) listed here are in the case of \( stride = 1 \) for simplicity. Other stride sizes are also supported.

4) Computation Cycle: PE executes the tiles sequentially. Inside the execution of one tile, the PE iterates over level \( P \) and \( Q \) sequentially in the time domain. Level \( F \) is mapped to parallel DSPs. DSPs start to compute after the data in RFs are ready. We use double buffering on RFs to hide the latency of updating RFs. The computation latency of one layer is formulated as:

\[
comp_{schd} = \max \left( U_{rf}, \prod_{d \in D} O_{Q,d}\right) \prod_{d \in D} O_{P,d} O_{T,d} \tag{9}
\]

The result of \( \max \) is the execution cycle of one \( P \) iteration. The first term in \( \max \) is the update cycle of RFs. Here we update one data each cycle. The second term in \( \max \) is the execution cycle of the DSP array, which is the product of \( O_Q \). Therefore, the execution cycle of one layer can be formulated as the product of one \( P \) iteration cycle and the total number of iterations which is the product of \( O_P \) and \( O_T \).

5) Communication Cycle: The communication cycle is determined by both the update cycle of buffers and the reuse pattern of buffers. We first formulate the update cycle of buffers.

\[
updt_{abuf} = \frac{U_{abuf} w_{data}}{w_{bus}} \tag{10}
\]

Algorithm 1 Relaxation and Rounding

**Input:** A \( m \) layers network with loop bound \( L^1, ..., L^m \), rounding range \( R \).

**Output:** Architecture \( A \).

1: Find the real-value solution \( \tilde{A} \) for the relaxed program in (5) using standard geometric program solver

2: Add bounds to each variable: \( \tilde{A}_d \leq \min \left( A_d \right) \)

3: Add integer constraint to each variable: \( A_d \in \mathbb{N}^+, \forall d \in D \)

4: Solve the new integer program using MIGP solver

Similarly, \( updt_{wbuf} \) and \( updt_{pbuf} \) can be formulated by substituting \( U_{wbuf} \) and \( U_{pbuf} \), respectively.

PEs are assigned with different tiles of computation. However, different tiles of computation may use the same tile of data. For example, a tile of output activation is accumulated by the partial sum from multiple different tiles. These tiles of partial sum correspond to different tiles of computation. Such kind of reuse can be categorized into temporal reuse and spatial reuse.

Temporal reuse happens when the tile of data in the buffer can be reused in the next tile of computation. The loop order in level \( T \) determines the temporal reuse pattern. The loop is ordered as \( (L_1, L_5, L_6, L_2, L_3, L_4) \) from outermost to innermost for an output-stationary dataflow. In this case, data in \( PBUF \) is fully reused, while \( ABUF \) and \( WBUF \) need to be updated before each tile of computation.

Spatial reuse is conducted by the multicast network that connects all PEs and external memory. One data tile can be transferred to multiple PEs simultaneously through the multicast network.

The communication cycle of one layer under output-stationary dataflow is:

\[
\begin{align*}
comm_{schd} &= updt_{pbuf} \prod_{d \in \{1,5,6\}} O_{T,d} O_{S,d} \\
&+ updt_{wbuf} \prod_{d \in D} O_{T,d} \prod_{d \in \{1,2,3,4\}} O_{S,d} \tag{11}
\end{align*}
\]

6) Optimization Program of Operation Scheduling: With the analysis and modeling above, the operation scheduling problem is formulated as:

\[
\min_{O} \max \left( comp_{schd}, comm_{schd} \right) \tag{12}
\]

s.t.

\[
\begin{align*}
U_{rf} \leq \gamma_{RF} N_{rf} \\
U_{abuf} \leq \gamma_{abuf} N_{abuf} \\
U_{wbuf} \leq \gamma_{wbuf} N_{wbuf} \\
U_{pbuf} \leq \gamma_{pbuf} N_{pbuf}
\end{align*}
\]

Note that the constraints in (6) and (7) are also part of the operation scheduling problem.
D. Solving Algorithm

In the previous discussion, we formulate the architecture search problem and operation scheduling problem as two optimization programs (5) and (12). As mentioned before, directly solving the program in the enormous integer space is intractable. In AGNA, we use a relaxation-rounding algorithm to search for the solution efficiently. The detailed explanations are as follows.

1) Transformation: To cast our programs into standard GP formulation, we need to transform unsupported operations like \( \max \) and ceiling. \( \max \) can be eliminated by setting an intermediate variable and substituting the \( \max \) operation in the original formula with the intermediate variable. The intermediate variable should be larger than any variables inside \( \max \). The ceiling operations in (4) are also eliminated by setting an intermediate variable. The ceiling operations will be automatically recovered in integer scope. After that, all the previously discussed constraints and objectives can be reorganized as polynomial inequalities.

2) Relaxation: The proposed programs will then be relaxed and reorganized as standard GP in (1) to allow the GP solver to produce a solution in one shot. All the original integer variables are allowed to be positive real values, i.e. \( x > 0, \forall x \in A, O \).

3) Rounding: After we obtain the relaxed solution, it will be rounded into integers. Since the simple rounding results can neither be guaranteed to be feasible nor optimal, we search for optimal results within a rounding range. In other words, for each variable in the relaxed solution, a certain number of the nearest integers will be selected to be the candidate for the final solution. This is done by setting integer upper and lower bounds on variables. In AGNA, we use a geometrical range factor \( R \) that multiplies or divides the original relaxed solution to get the bounds. By adding these additional constraints of the rounding range, the final program will be fed into an integer programming solver. Choosing a larger range factor leads to a larger search space, which takes longer to solve. This can be a tradeoff between efficiencies and qualities of the solution.

Alg.1 shows an example of using the relaxation-rounding algorithm to solve the architecture search problem in (5).

IV. HARDWARE TEMPLATE

Given the architecture produced by the DSE framework, AGNA customize a hardware template to produce the accelerator. This section introduces the detailed implementation of the hardware template and the optimizations of the template.

A. Overall Architecture

Fig. 4 shows the overall architecture of the template. Besides the PE array as mentioned in the III-A, the template also consists of a top controller (AGNA controller) for reading instructions from external memory and redistributing to other modules, and some special computation modules for batch normalization, quantization, residual add, and activation. The instructions are stored in the external memory and transferred to the accelerator through the memory interface. To improve the execution efficiency, the instructions only include layer parameters \( L \) and schedule parameters \( O \). The AGNA controller fetches the instructions and generates commands to the different modules for control. When proceeding to the next layer, the controller will fetch another batch of instructions and regenerate new commands. Besides, we set up a prefetch buffer to hide the memory latency from the external memory to the accelerator. The interconnect module is responsible for dispatching input activations and weights to PEs or bypassing to residual adder. After the computations are finished by PE array, PSUM adders will add up the partial sums. The output results will go through all the special modules to obtain output activation data. Finally, the interface will write the valid results back to the external memory.

B. Processing Element (PE)

As mentioned in the III-A, each PE consists of buffers, RFs, and a DSP array. All the PEs share the same PE controller
as a SIMD-like execution to reduce the hardware overhead introduced by the control logic.

1) PE controller: The execution of PE array is controlled by the PE controller. Fig. 5 shows how the PE array execute the $T$, $S$, $P$, $Q$, and $F$ loops. Blue blocks refer to the load stage in which the PE array fetches input activation and weight from the prefetch buffer, and yellow blocks belong to the PE execution stage where all the PEs execute $P$, $Q$, and $F$ loops simultaneously. The writeback stage is shown in green blocks, indicating that the PE array is writing data back to the external memory. As illustrated in Section III, $T$ and $S$ loops are mapped to the PE array temporally and spatially. Before starting each layer, the PEs are assigned to an $S$ index for the $S$ loop in the load and writeback stages, and they share the same execution controller to process $P$ (update RFs from ABUF), $Q$ (RF execution loop), and $F$ (parallel DSP operations) loops inside PE. We use double buffering on all the buffers and RFs to overlap the load, writeback and execution stages.

2) DSP array: Fig. 6 shows the PE design for based on an example of architecture $A = \{1, 3, 1, 2, 2\}$. The RFs with the same $A_2$ (i.e. same row in Fig. 6) are connected to the same ABUF as input. Similarly, WBUFs are shared in the $A_5$ and $A_6$ dimensions, while PBUFs are shared in the $A_2$, $A_3$, and $A_4$ dimensions. Because all the computations in $A_2$, $A_3$, and $A_4$ dimensions will be accumulated to the same partial sums, the DSPs are separated into different DSP chains to improve the timing performance. If the DSP slice supports at least 24-bit input MACC mode (e.g. DSP48E2 in Xilinx UltraScale FPGA), we can take advantage by combining two INT8 MACC while sharing the same kernel weights [28]. For instance, the two adjacent DSPs with the light gray color in Fig. 6 can be replaced with one, and the total number of DSPs is reduced to half.

C. Layout Converter

As a hardware template, it should support different architecture and data bus width combinations. At the load stage, the data bus width may not match the buffer write width. At the writeback stage, since the output activation will be used as input activation in next layer, the layout of the writeback data should be the same as the input activation. The mismatched layout would cause low burst length when the data are loaded in next layer which will result in low bandwidth utilization.

To address the bandwidth and layout mismatch problem, we design a layout converter to eliminate the mismatch. Fig. 7 presents an example of the proposed converter in the case of 128-bit AXI bus and BRAMs with a 32-bit bandwidth. Combining the BRAMs to write 128 bits in parallel is simple but not flexible because the architecture varies for different DNN models in our general framework. Alternatively, we use four 128-in-32-out FIFOs to match the bandwidth. If all these FIFOs containing different tiles are not empty most of the time, the output side (to PE array) can approximately achieve the 128-bit bandwidth. For the writeback side, we should keep all the activations in memory with the same data layout and also match the bandwidth between the memory interface and PE array (6 versus 4 in the example of Fig. 7). Therefore, another layout converter is applied to match the bandwidth difference between PBUF fetching and memory writing and convert the data layout of output activation.

V. EVALUATION

A. Experiment Setup

a) Target Models: The DNN models we test are: AlexNet [29], MobileNet-v2 [30], ResNet-50 [31], VGG16 [32], and YOLO-v2 [33]. To differentiate the input size of the same model, we add the input size as postfix to the model. e.g., AlexNet_227 is the AlexNet with input size of $227 \times 227$. We target 8-bit and 16-bit fixed-point data widths for all models. All results are obtained with batch size set to 1.

b) Target Platforms: We target three hardware platforms from embedded devices to cloud accelerator cards: Ultra96, ZCU102, and U200. Both Ultra96 and ZCU102 are Zynq devices, here we set the target data bus width of them as...
TABLE III: Schedule performance on different model-platform combinations.

<table>
<thead>
<tr>
<th>Model</th>
<th>Data width</th>
<th>Ultra96</th>
<th>ZCU102</th>
<th>U200</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlexNet_227</td>
<td>8</td>
<td>32.04</td>
<td>60.59</td>
<td>1.04</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>104.07</td>
<td>115.59</td>
<td>1.111</td>
</tr>
<tr>
<td>MobileNet-v2_192</td>
<td>8</td>
<td>85.97</td>
<td>97.9</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>171.7</td>
<td>185.1</td>
<td>1.078</td>
</tr>
<tr>
<td>MobileNet-v2_224</td>
<td>8</td>
<td>1096</td>
<td>1305</td>
<td>1.191</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>2191</td>
<td>2529</td>
<td>1.154</td>
</tr>
<tr>
<td>ResNet-50_224</td>
<td>8</td>
<td>5762</td>
<td>7743</td>
<td>1.344</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>11524</td>
<td>14361</td>
<td>1.246</td>
</tr>
<tr>
<td>VGG16_224</td>
<td>8</td>
<td>290.15</td>
<td>361.15</td>
<td>1.219</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>59230</td>
<td>78433</td>
<td>1.324</td>
</tr>
<tr>
<td>YOLO-v2_448</td>
<td>8</td>
<td>24009</td>
<td>34963</td>
<td>1.404</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>49818</td>
<td>77016</td>
<td>1.546</td>
</tr>
</tbody>
</table>

† The unit of latency is 10^1 cycle. ‡ Norm. Perf. refers to schedule latency that is normalized by theoretical latency. The lower the better.

128-bit, which is the maximum AXI port width from PL to DDR on Zynq devices. U200 has a direct connection to on-board DDR4 memory. Here we target 512-bit data bus width on U200, which is the maximum AXI port width of one Xilinx Memory IP. We pack two MACC operations in one DSP for 8-bit data width to further improve throughput.

c) GP Solver: As discussed in Section III-D, we solve the optimization programs in two stages. The relaxed program in the first stage is solved by GPKit [34]. The rounded integer program in the second stage is solved by SCIPOpt [35].

B. Search Time

We compare the search time of proposed relaxation-rounding algorithm with other methods in Table IV. We evaluate the operation scheduling of conv1 in ResNet-50 with 3 different approaches: Method 1 is the proposed relaxation-rounding algorithm which searches in rounded space with MIGP solver. Method 2 searches directly in original space with MIGP solver. Method 3 searches in rounded space exhaustively by iterating all valid designs in the search space. The rounding range $R$ is fixed to 3 for all variables in this section. The effect of $R$ will be discussed in detail later.

By comparing method 2 to method 1, we observe that the proposed rounding scheme significantly decreases the search space. With the rounded search space, search time is saved by 500×. Comparing method 3 to method 1, the rounded space is too large for exhaustive search to get the solution. We run the exhaustive search with 32 threads and each thread can evaluate ~4000 designs per second. The estimated search time still reaches thousands of days for just one layer. On the other hand, the relaxation-rounding algorithm helps the solver to search more efficiently.

C. Search Space

The MIGP problem is solved efficiently with the relaxation-rounding algorithm. However, the adjustable search space affects not only the search time but also the quality of produced schedules. To show the effect of search space on search time and produced schedules. We evaluate the operation scheduling of all layers in ResNet-50 with different search spaces. The search space is adjusted by the rounding range $R$ that is mentioned in Alg.1. The results are shown in Fig. 8.

As the search space increases, more feasible schedules will be evaluated and thus may produce better schedules. However, the search time also increases. As search space increases $10^8$ × from the smallest one to the largest one in the figure, the search time increases $14.6$ ×. However, it only improves the performance of the whole model by 4%. By breaking down the performance of each layer, we observe that some layers already have good enough performance even when the search space is small. Only a few layers get performance improvement from the increased search space. Manually adjusting search space of each layer for infinite model-platform combinations is impractical. Instead, we monitor the progress of the solver and adjust the search space adaptively.
TABLE V: Hardware performance of AGNA and comparison with other DNN Accelerators.

<table>
<thead>
<tr>
<th>Model</th>
<th>Bus width</th>
<th>Data width</th>
<th>Platform</th>
<th>Frequency (MHz)</th>
<th>DSP utilization</th>
<th>BRAM utilization</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNNBuilder [14]</td>
<td>AlexNet</td>
<td>512*1</td>
<td>16</td>
<td>ZC706</td>
<td>200</td>
<td>303/545</td>
<td>170.0 fps</td>
</tr>
<tr>
<td></td>
<td>VGG16</td>
<td>-*1</td>
<td>16</td>
<td>KU115</td>
<td>235</td>
<td>341/5520</td>
<td>55.4 fps</td>
</tr>
<tr>
<td>DNNExplorer [36]</td>
<td>VGG16-conf*1</td>
<td>16</td>
<td>KU115</td>
<td>200</td>
<td>444/5520</td>
<td>16482/2160</td>
<td>53.4 fps</td>
</tr>
<tr>
<td>FlexCNN [37]</td>
<td>VGG19-conf*2</td>
<td>512*1</td>
<td>16</td>
<td>U250</td>
<td>241</td>
<td>37.98%</td>
<td>19.89 ms</td>
</tr>
<tr>
<td></td>
<td>VGG19-conf*1</td>
<td>512*1</td>
<td>8</td>
<td>U250</td>
<td>198</td>
<td>8.7%</td>
<td>13.18 ms</td>
</tr>
<tr>
<td>Vitis AI [38]</td>
<td>MobileNet-v2*1</td>
<td>2*128</td>
<td>8</td>
<td>Ultra96</td>
<td>287</td>
<td>326/560</td>
<td>10.17 ms</td>
</tr>
<tr>
<td>ResNet50</td>
<td>MobileNet-v2*1</td>
<td>2*128</td>
<td>8</td>
<td>Ultra96</td>
<td>287</td>
<td>326/560</td>
<td>10.17 ms</td>
</tr>
<tr>
<td>VGG16</td>
<td>MobileNet-v2*1</td>
<td>2*128</td>
<td>8</td>
<td>ZCU102</td>
<td>281</td>
<td>2130/2520</td>
<td>765912</td>
</tr>
<tr>
<td>ResNet50</td>
<td>ResNet50</td>
<td>128*1</td>
<td>8</td>
<td>Ultra96</td>
<td>214</td>
<td>354/360</td>
<td>8.42 ms</td>
</tr>
<tr>
<td>VGG16</td>
<td>ResNet50</td>
<td>128*1</td>
<td>8</td>
<td>ZCU102</td>
<td>214</td>
<td>354/360</td>
<td>8.42 ms</td>
</tr>
<tr>
<td>AGNA (ours)</td>
<td>MobileNet-v2*1</td>
<td>128*1</td>
<td>8</td>
<td>Ultra96</td>
<td>214</td>
<td>354/360</td>
<td>8.42 ms</td>
</tr>
<tr>
<td>ResNet50</td>
<td>MobileNet-v2*1</td>
<td>128*1</td>
<td>8</td>
<td>ZCU102</td>
<td>214</td>
<td>354/360</td>
<td>8.42 ms</td>
</tr>
<tr>
<td>VGG16</td>
<td>MobileNet-v2*1</td>
<td>128*1</td>
<td>8</td>
<td>ZCU102</td>
<td>214</td>
<td>354/360</td>
<td>8.42 ms</td>
</tr>
</tbody>
</table>

\*1 Fully connected layers are not implemented. \*2 Referenced from their source code. \*3 Only percentage is reported.

D. Schedule Performance

Table III lists the schedule performance of all target model-platform combinations. The theoretical latency is measured by \( \max(\text{comm}, \text{comp}) \). \( \text{comm} \) is the minimal required cycle to finish all data transfer between accelerator and external memory. \( \text{comp} \) is bounded by the data bus width. \( \text{comp} \) is the minimal required cycle for accelerator to finish all computations. \( \text{comp} \) is bounded by the total number of DSP on target platform. The schedule latency is measured based on the produced schedule \( O \) on the target architecture \( A \). Theoretical latency indicates the theoretical minimal latency that the platform can achieve. By normalizing schedule latency with theoretical latency, we can evaluate how close the produced accelerator is to the theoretical model. This value also indicates the DSP utilization and bandwidth efficiency of produced accelerators. Given that the average normalized performance among all combinations is 1.127, the proposed DSE framework is effective in a wide range of model-platform combinations.

Though most of the normalized performance are close to 1, we still observe that Ultra96 underperforms in general compared to other platforms. This is caused by the limited on-chip memory resources in Ultra96. In this case, loops are tiled into smaller chunks to ensure that data can fit into buffer capacity. When loop tiles are small, data is less reused, which needs more data exchange and results in a more memory-bound schedule. Thus the performance on Ultra96 is even worse in large models like YOLO-v2.

E. Hardware Evaluation

By customizing the accelerator template with parameters solved by the proposed DSE, AGNA can produce accelerator that is optimized for target model-platform combination. We evaluate the end-to-end latency of produced accelerators and show the performance in Table V. The produced accelerators achieve 96.3% DSP utilization and 68.4% BRAM utilization on average without timing violation.

We compare our work with other FPGA DNN accelerators in Table V. DNNBuilder and DNNExplorer design dedicated modules for part of the layers and a generic module for the remaining layers. They achieve high throughput by optimizing the bandwidth allocation of pipelined modules. Such layer pipeline design is not suitable for very deep networks. On the other hand, our DSE framework has no limitation on the depth of the target network. FlexCNN proposes a versatile systolic array and supports various convolution operations. They use exhaustive search to determine the parameters of systolic array and greedy algorithm to schedule each layer. Exhaustive search is realizable in FlexCNN since the design space of systolic array has only 3 variables. In terms of resource utilization, FlexCNN underutilizes the on-chip DSP, especially in the case of 8-bit data width where the computations are implemented on LUT by HLS. Instead, our framework is able to produce accelerators with high DSP utilization without compromising frequency. We also compare our work with Vitis AI, a Xilinx AI accelerator library for non-commercial usage only. Vitis AI provides DPU as the core component for acceleration. DPU is highly optimized for Xilinx devices and has the highest frequency among other works. DPU also uses two data buses for loading data resulting in 2× bandwidth. We already outperform DPU on MobileNet-v2 on Ultra96, even without such optimizations in our current hardware template. With the optimization of hardware template in the future, AGNA will produce comparable performance.

VI. CONCLUSION

In this paper, we have presented AGNA, an open-source deep neural network (DNN) accelerator hardware and software generator for FPGA platforms. AGNA relies on the two proposed MIGP formulations and their relaxed solutions to perform DSE in customizing a generic accelerator template for the given network model-platform combination. Through extensive experiments using many combinations of DNN models and platforms, we have demonstrated AGNA’s capability.
to produce DNN accelerators with performance comparable to the state-of-the-art in research and vendor-provided frameworks. Importantly, although the accelerators produced currently may not be the fastest in all model-platform combinations, AGNA is vendor-agnostic and is designed to be easily extensible, making it suitable for real-world deployments and serving as a basis for future research. In the future, we plan to improve AGNA with advanced scheduling capability to work with multi-bank memories, as well as to improve its performance through low-level hardware optimizations. We also plan to explore novel network model quantization and pruning techniques by leveraging the processing architecture and scheduling capabilities of AGNA.
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