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Abstract—Unmanned aerial vehicle (UAV) has been witnessed as a promising approach for offering extensive coverage and additional computation capability to smart mobile devices (SMDs), especially in the scenario without available infrastructures. In this paper, a UAV-assisted mobile edge computing system with stochastic computation tasks is investigated. The system aims to minimize the average weighted energy consumption of SMDs and the UAV, subject to the constraints on computation offloading, resource allocation, and flying trajectory scheduling of the UAV. Due to nonconvexity of the problem and the time coupling of variables, a Lyapunov-based approach is applied to analyze the task queue, and the energy consumption minimization problem is decomposed into three manageable subproblems. Furthermore, a joint optimization algorithm is proposed to iteratively solve the problem. Simulation results demonstrate that the system performance obtained by the proposed scheme can outperform the benchmark schemes, and the optimal parameter selections are concluded in the experimental discussion.

Index Terms—Mobile edge computing (MEC), stochastic computation offloading, trajectory scheduling, unmanned aerial vehicle (UAV)-assisted.

I. INTRODUCTION

THE increasing popularity of smart mobile devices (SMDs) is spurring the development of Internet of Things and the emergence of new mobile applications with advanced features, such as augmented/visual reality, unmanned driving, automatic navigation, etc. With limited computation capability and battery energy, the quality of experience of computation-intensive applications executed at SMDs together with the lifetime of the SMDs is strongly affected [1]. Mobile edge computing (MEC) [2], [3], as a promising paradigm, deploys cloud servers at the infrastructure-based edge of mobile networks in proximity to SMDs. By offloading the computation tasks to the MEC server, the quality of computation experience, and the lifetime of battery can be improved. However, it is still helpless for the wireless network scenarios with limited available infrastructures, such as disaster response, emergency relief, military maneuver, or rural environments. Fortunately, unmanned aerial vehicles (UAVs) assisted MEC has been proposed and envisioned as a potential technique to tackle the challenges [4]–[6].

Compared with cellular infrastructure-based MEC, UAV-assisted MEC possesses more reliable line-of-sight (LoS) links, and controllable mobility management [7], [8], which has been attracting more attention recently. In the research related to the structure design of UAV-assisted MEC, [9] proposed on-demand coverage deployment algorithms for UAVs while [10] proposed distributed algorithms for regular topology formation of UAVs. Dong et al. [11] further proposed that UAVs have the ability of data gathering and processing and they can further enable computation offloading when equipped with the cloud servers [4]. Jeong et al. [5] studied a mobile cloud computing architecture based on a UAV-mounted cloudlet and tackled the minimization problem of mobile energy, where both orthogonal access and nonorthogonal access were considered. The hybrid network architecture consisting of the UAV and a mobile base station was presented in [12], so as to achieve a fair common throughput of mobile terminals. In the UAV-assisted MEC, the resource (including energy, computation, and time) consumption of the UAV will be a big concern since they are usually battery-limited. In this thread, [6] jointly adopted MEC and wireless power transfer to minimize the energy consumption of the UAV and [13] focused on the computation rate maximization problem. To minimize the mission completion time of a UAV, the joint UAV trajectory, and computation offloading optimization problem was explored in [14]. In [15], the resource optimization for multiple users are served in the UAV-aided MEC system are studied, in which computation offloading, UAV trajectory and user scheduling are jointly addressed. The game theory was applied in [16] to achieve the tradeoff between execution time and energy consumption, while considering computation offloading in UAV networks. Regarding the security problems in the UAV-assisted MEC, a data driven transportation
optimization model was proposed in [17] and a WiFi-based statistical fingerprint analysis was presented in [18], in order to achieve cyber threat detection. To the best of our knowledge, all these existing works are established based on binary or partial computation tasks, and the task streaming for a certain period in UAV-assisted MEC is much less explored.

In practical systems, massive computation intensive tasks are generated in a stochastic model, e.g., multimedia streaming and file backup. For such types of tasks, the existing computation offloading approaches for deterministic tasks (i.e., binary or partial tasks) are far from well solved, and therefore the stochastic computation offloading policies should be further explored. For the single user scenarios, a mobile device with stochastic computation tasks was considered in [19] and [20] at first, where [19] proposed an optimal energy-efficient cloud offloading scheme for multicore mobile device and [20] considered the optimal execution latency and energy consumption of SMD under the optimal order of task offloading. For the multiuser scenarios, [21] investigated a stochastic joint spectrum and computational resource management problem in multiuser MEC systems, in order to minimize the long-term average weighted power computation sum of the system. Liu et al. [22] formulated a computation and transmit power minimization problem in the MEC scenario with multiple users and servers, in which the high order statistics of latency and reliability were taken into account. In [23], a perturbed Lyapunov optimization technique was taken to generate asymptotically optimal offloading schedules for MEC under partial network knowledge. Furthermore, Fang et al. [24] addressed the problem of profit maximization for mobile cloudlet system, where an online control algorithm based on stochastic Lyapunov optimization technique was proposed. Zhou et al. [25] further considered the heterogeneous mobile cloud computing networks, and it proposed an online auction-based stochastic offloading scheme to achieve the near optima system-wide utility. Although the stochastic task model has been considered in the above works, they solve their problems in ground cellular scenarios and the mobility management of MEC servers has not been well studied.

Therefore, a stochastic UAV-assisted MEC system is investigated in this paper. The objective of the system is to minimize the average weighted system energy consumption, where stochastic computation offloading, resource allocation, and trajectory scheduling of the UAV are jointly addressed. The main contributions of this paper are summarized as follows.

1) We consider a stochastic UAV-assisted MEC system with a UAV and multiple SMDs, where the computation tasks are established based on the stochastic queue model and the UAV is equipped with certain computation capability to support the queuing computation tasks of SMDs.

2) The average weighted energy consumption of SMDs and the UAV is formulated as the performance metric, subject to the constraints on the number of offloading computation tasks, the central processing unit (CPU) cycle frequency of SMDs, and the MEC server as well as the trajectory scheduling of the UAV.

3) A Lyapunov-based approach is applied to analyze the task queue and a joint optimization algorithm combining stochastic computation offloading, resource allocation, and trajectory scheduling (JSORT) is proposed to solve the energy minimization problem.

The remaining of the paper is organized as follows. In Section II, the system model and problem formulation are described. Section III presents the problem reformulation and solutions, where Lyapunov optimization is applied to transform the problem and a joint optimization algorithm JSORT is proposed. Simulation results are discussed in Section IV. Section V concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a UAV-assisted MEC system as shown in Fig. 1, where a UAV equipped with an MEC server provides the computation capability for the overlaid SMDs. The UAV has a mission to fly from an appointed initial position to a final position, and computation tasks from SMDs can be partially offloaded to the MEC server for execution. Considering a 3-D Cartesian coordinate system, each SMD has a zero altitude and their horizontal positions can be denoted as \( \mathbf{p}_i = (x_i, y_i), \quad i \in \mathcal{M} \). Furthermore, we denote the mission completion time as \( T \), which can be divided into \( N \) time slots with a slot length \( \tau \), namely \( T = \tau N \). The slot length should be sufficiently small to ensure the position of the UAV approximately unchanged during each slot. For convenience, the sets of SMDs and time slots are denoted as \( \mathcal{M} \triangleq \{1, \ldots, M\} \) and \( \mathcal{T} \triangleq \{1, 2, \ldots, N\} \), respectively. Similarly, we assume the UAV flies at a fixed altitude \( H \), then \( \mathbf{p}_j(t) = (x_j(t), y_j(t)) \) can be used to represent the horizontal coordinate of the UAV at time slot \( t \).

As in [5] and [26], the wireless channels between SMDs and the UAV are dominated by LoS links. Hence, the freespace path loss model is adopted and the channel power gain from SMD \( i \) to the UAV can be given by

\[
h_i(t) = g_0 \left( \frac{d_i(t)^{-2}}{H^2 + \| \mathbf{p}_i(t) - \mathbf{p}_j \|^2} \right)^{-1}
\]

where \( g_0 \) is the channel power gain at the reference distance \( d_0 = 1 \ m \). \( d_i(t) \) denotes the Euclidean distance between SMD \( i \) and the UAV at time slot \( t \).
B. Computation Task Queue Model

We assume that computation tasks of SMDs arrive in a stochastic model, and $A_i(t)$ is the data bits of the arriving task at SMD $i$ during time slot $t$. The arriving tasks are independent and identically distributed at different time slots with average rate $\lambda_i$. Through a certain period of time, each SMD can maintain a queue for the arriving tasks, namely task queue. The arrived tasks are queued in the task buffer at SMD, and will be processed on a first-in-first-out basis. They can be executed locally at SMD or/and offloaded to the MEC server.

The local computation task and offloading task of SMD $i$ during time slot $t$ are defined as $d_i(t)$ and $r_i(t)$, respectively. The processing density is further denoted as $\rho$, which is the number of CPU cycles required to process one bit of computation task. Given the CPU-cycle frequency of SMD $i$ at time slot $t$ as $f_i(t)$, the computation task executed at SMD can be expressed as

$$d_i(t) = \frac{f_i(t)}{\rho} \cdot (1)$$

Let $Q_i(t)$ be the task queue backlog of SMD $i$ at time slot $t$, the task queue satisfies the following update process, as given by:

$$Q_i(t+1) = \max\{Q_i(t) - d_i(t) - r_i(t), 0\} + A_i(t) \quad (2)$$

When the partial tasks are offloaded, the MEC server has similar multiple parallel buffers with large capacity to store the tasks. Since the MEC server possesses a faster computation capability, which can be allocated to execute the offloading tasks. Let the total computation capability of the MEC server be $F_c$, and $f_i(t)$ is the computation resource allocated to the offloading task of SMD $i$. At time slot $t$, $c_i(t)$ bits of the offloading task from SMD $i$ is executed by the MEC server. Thus, the evolution of the queue length $L_i(t)$ for SMD $i$ at the MEC server is derived as

$$L_i(t+1) = \max\{L_i(t) - c_i(t), 0\} + r_i(t) \quad (4)$$

where $c_i(t) = f_i(t)/\rho$, similar to the definition of the number of the local computation task. From (3) and (4), it indicates that the current amount of computation tasks for execution or offloading is from the queue backlogs at the previous time slot. The current arriving tasks are stored in the queue buffers and will be executed at the next time slot. Thus, the inequalities of $Q_i(t+1) \geq A_i(t)$ and $L_i(t+1) \geq r_i(t)$ are held.

C. System Energy Consumption

In the system, the total energy consumption is considered, which is mainly composed of the following items: 1) computation energy consumption for task execution, not only at SMDs but also at the MEC server; 2) communication energy consumption for offloading the tasks from SMDs to the MEC server; and 3) flying energy consumption for supporting the UAV to move from the initial position to the final position.

1) Energy Consumption for Computation: According to the circuit theories, most of energy consumption for task execution is from the CPU. In particular, the CPU-cycle frequency is approximately linear to the CPU voltage [27]. The CPU-cycle frequency and the CPU energy consumption for task execution can be adjusted by the change of the CPU voltage. In the system, the computation tasks can be executed locally or at the MEC server. Therefore, the energy consumption for task execution at SMD $i$ or the UAV during time slot $t$ can be, respectively, denoted as [28]

$$e_{l,i}(t) = \kappa f_i^3(t) \tau \quad (5)$$

$$e_{c,i}(t) = \kappa f_i^3(t) \tau \quad (6)$$

where $\kappa$ is the effective switched capacitance of the CPU, and it is determined by the CPU hardware architecture [29].

2) Energy Consumption for Communication: In order to offload $r_i(t)$ bits of the queue task for edge execution, SMD $i$ needs to deliver the bits to the MEC server with transmit power $p_{l,i}(t)$ at time slot $t$. We assume that there are enough wireless channels offering to SMDs, the bandwidth of each channel is $W$ Hz and each SMD can access only one channel using frequency division multiple access. According to the Shannon–Hartley formula [30], the transmit power of SMD $i$ for offloading the computation task can be obtained as

$$p_{l,i}(t) = \left(\frac{2^{\left(\frac{r_i(t)}{2} \frac{\sigma^2}{h_i(t)}\right)} - 1}{\sigma^2}\right) \quad (7)$$

where $\sigma^2$ denotes the noise power. Similar to the existing works [6], [14], the transmit power for the computation outcome from the MEC server to SMDs is ignored. Thus, the energy consumption for offloading the computation tasks at time slot $t$ is given by

$$e_{u,i}(t) = p_{l,i}(t) \tau \quad (8)$$

3) Energy Consumption for Flying: As for the energy consumption supporting for the UAV to fly, we consider the simplified model in the existing works, like [5] and [31]. The flying energy consumption is only determined by the velocity vector, which is represented as

$$v(t) = \frac{\|p_{c}(t+1) - p_{c}(t)\|}{\tau} \quad (9)$$

$$e_{f}(t) = \kappa_f \|v(t)\|^2 \quad (10)$$

where $\kappa_f = 0.5M_g \tau$ and $M_g$ is the mass of the UAV. The velocity vector of UAV flying is defined as the ratio of the distance increment of the UAV on the horizontal plane to the slot length, due to the fact that the constant-height flight has no effect on the gravitational potential energy consumption. Therefore, the total energy consumption of the whole system can be calculated by the sum of computation energy, communication energy, and flying energy at time slot $t$

$$E_s(t) = \sum_{i=1}^{M} \left( e_{l,i}(t) + e_{u,i}(t) \right) + wc \left( \sum_{i=1}^{M} e_{c,i}(t) + \kappa_f \|v(t)\|^2 \right) \quad (11)$$

where $w_m \in [0, 1]$ and $w_c \in [0, 1]$ are the weight factors of the energy consumption of SMDs and the UAV, respectively, and $w_m + w_c = 1$. They can be adjusted to address the preferential energy demand according to the practical system, or to achieve the energy consumption balance between SMDs and the UAV.
η is a penalty coefficient to the flying energy consumption, which is set to alleviate the magnitude difference. In fact, real energy consumption of all SMDs at time slot $i$ is $E_{\text{SMD}}(i) = \sum_{j=1}^{M} (e_{l,i}(t) + e_{u,i}(t))$ from (11). The real energy consumption of the UAV can be denoted as $E_{\text{UAV}}(i) = \sum_{i=1}^{M} e_{c,i}(t) + e_{f}(t)$.

D. Problem Formulation

To minimize the total energy consumption of the UAV-assisted MEC system, we jointly consider computation offloading, CPU-cycle frequency allocation, and flying trajectory optimization. The average weighted energy consumption of communication, computation, and flying per slot is defined as the system performance metric. Therefore, the optimization problem is formulated as

$$ P : \min_{X(t)} \frac{1}{T} \sum_{t=0}^{T-1} E_{s}(t) $$

s.t. $C_{1} : 0 \leq f_{l,i}(t) \leq f_{l,\text{max}}, \; i \in \mathcal{M}, \; t \in T$

$C_{2} : 0 \leq p_{i}(t) \leq p_{i,\text{max}}, \; i \in \mathcal{M}, \; t \in T$

$C_{3} : d_{i}(t) + r_{i}(t) \leq Q_{i}(t), \; i \in \mathcal{M}, \; t \in T$

$C_{4} : \sum_{i=1}^{M} f_{l,i}(t) \leq F_{c}, \; i \in \mathcal{M}, \; t \in T$

$C_{5} : c_{i}(t) \leq L_{t}(t), \; i \in \mathcal{M}$

$C_{6} : \|p_{i}(t+1) - p_{i}(t)\| \leq V_{\text{max}} \tau, \; t \in T$

$C_{7} : \sum_{t=1}^{T} \|p_{i}(t) - p^{'}(t)\| \leq \varepsilon, \; t \in \{2, \ldots, N\}$

$C_{8} : p_{i}(1) = p_{i}, p_{i}(N+1) = p_{F}$

$C_{9} : Q_{i}, L_{i} < \infty.$  \hspace{1cm} (12)

In problem $P$, $X(t) = (f_{l}(t), f_{c}(t), r(t), p_{c}(t))$ is the variable set. $C_{1}$ and $C_{2}$ guarantee the maximal local CPU-cycle frequency and offloading task for SMDs. $C_{3}$ represents the sum of local computation task and offloading task cannot surpass the backlog of the arriving task queue for SMD at each time slot. $C_{4}$ means that the computation resources allocated to all SMDs cannot exceed the total computation capability of the MEC server. $C_{5}$ states that the computation tasks at the MEC server cannot more than the backlog of the offloading task queue. $C_{6}$ denotes that the flying speed of the UAV in each slot should be less than the maximal speed $V_{\text{max}}$. $C_{7}$ and $C_{8}$ are the position constraints of the UAV. $p_{i}$ and $p_{F}$ are the initial position and the final position. $C_{7}$ indicates the history of the UAV trajectory cannot be modified, where $p^{'}(t)$ is the trajectory of the UAV obtained at the previous slot. $C_{9}$ ensures the stability of the task queues.

Due to the task queue model, problem $P$ is a stochastic optimization problem. The channel information are time-varying and cannot be forecasted. Meanwhile, the offloading task $r_{i}(t)$ is coupled with the flying trajectory of the UAV. The stochastic problem is nonconvex and intractable to be handled.

III. PROBLEM TRANSFORMATION AND JSORT ALGORITHM

In this section, we propose an iterative algorithm based on Lyapunov optimization [32] to solve the stochastic optimization problem. Lyapunov optimization is an effective algorithm to solve a deterministic per time slot problem and find the optimal solution of time average with low complexity. By adopting the Lyapunov function, we analyze the arriving and offloading task queue and transform the original problem $P$ into different manageable subproblems. As a result, the optimal computation offloading, computation resource allocation and flying trajectory scheduling of the UAV at each time slot are iteratively determined.

A. Queue Analysis and Problem Transformation

To ensure the stability of the task queues, we define the Lyapunov function as follows:

$$ U(\Theta(t)) = \frac{1}{2} \sum_{i \in \mathcal{M}} \left( Q_{i}^{2}(t) + L_{t}^{2}(t) \right) $$  \hspace{1cm} (13)$$

where $\Theta(t) = [Q(t), L(t)]$ includes all the backlogs of the task queues. Thereafter, a drift-plus-penalty at each time slot can be obtained by

$$ D(\Theta(t)) = \Delta U(\Theta(t)) + VE[E_{s}(t)|\Theta(t)] $$  \hspace{1cm} (14)$$

where $\Delta U(\Theta(t)) = E[U(\Theta(t)+1)) - U(\Theta(t))|\Theta(t)]$ is the conditional Lyapunov drift. $V \geq 0$ is a control coefficient to gauge the tradeoff between the system utility and queue stability. In order to minimize the drift-plus-penalty, we can instead minimize the upper bound of $D(\Theta(t))$, which is given by Lemma 1.

**Lemma 1:** For arbitrary variables and queue backlogs, the upper bound of the drift-plus-penalty is derived as

$$ D(\Theta(t)) \leq C + E \left[ \sum_{i \in \mathcal{M}} \{Q_{i}(t)(A_{i}(t) - d_{i}(t) - r_{i}(t))\} \right] $$

$$ + E \left[ \sum_{i \in \mathcal{M}} (L_{i}(t)(r_{i}(t) - c_{i}(t))) \right] + VE[E_{s}(t)|\Theta(t)] $$  \hspace{1cm} (15)$$

where $C$ is a constant.

**Proof:** Please refer to the Appendix.

Based on Lemma 1, the original problem is transformed to minimize the upper bound of the drift-plus-penalty function, as shown in following:

$$ P : \min_{X(t)} \sum_{i \in \mathcal{M}} (Q_{i}(t)d_{i}(t) + (Q_{i}(t) - L_{i}(t))r_{i}(t) + L_{i}(t)c_{i}(t)) $$

$$ + VE[E_{s}(t)] $$

s.t. $C_{1} \sim C_{8}.$  \hspace{1cm} (16)$$

It can be observed from (16) that the objective function of the problem is related not only to energy consumption but also to computation task execution, where only the current information on queue lengths and control parameters are required. Therefore, the time coupling of variables in stochastic problem can be successfully eliminated except the position information of the UAV.
B. Joint Optimization Algorithm of Stochastic Computation Offloading, Resource Allocation, and Trajectory Scheduling

To solve the upper bound minimization problem, we decompose the problem into three optimal subproblems and propose an iterative online algorithm combining alternating direction method of multipliers (ADMMs), interior point method [33], and CVX solver [34] to find the optimal solutions. The three subproblems are established for different optimal variables: 1) SP1 is to find the optimal computation offloading decision and CVX solver [34] to find the optimal solutions. The three

subproblems are established for different optimal variables: 1) SP1 is to find the optimal computation offloading decision and local CPU-cycle frequency of the UAV; 2) SP2 is to find the optimal CPU-cycle frequency of the UAV; and 3) SP3 is to find the optimal trajectory scheduling of the UAV.

1) Computation Offloading and Local Resource Optimization: Given the flying trajectory of the UAV, offloading task \( r_i(t) \), and the position of the UAV \( p_i(t) \) are decoupled as well as the objective function of \( P \) becomes convex [33]. Hence, SP1 is formulated for the given trajectory as follows:

\[
SP1 : \min_{l(t), r(t)} \left\{ \frac{Q_i(t)f_{i,l}(t)\tau}{\rho} + (Q_i(t) - L_i(t))r_i(t) \right\} + \nabla w_m \sum_{i \in M} \left( k_f j_{i,l}(t) \tau + p_{i,l}(t)\tau \right) \\
\text{s.t.} \ C1 : 0 \leq f_{i,l}(t) \leq f_{i,max}, \ i \in M \\
C2 : 0 \leq r_i(t) \leq W r \log_2 \left( 1 + \frac{p_{i,max}(t)h_i(t)}{\sigma^2} \right) \\
C3 : f_{i,l}(t)\tau / \rho + r_i(t) \leq Q_i(t), \ i \in M. \quad (17)
\]

Obviously, problem SP1 is convex subject to the linear constraints. With the existing of multiple variables, we adopt the ADMM algorithm [35], [36] to solve problem SP1 with low computation complexity.

Thereafter, we introduce a slack vector \( z(t) \) and penalty function to convert problem SP1 into the ADMM standard form, as given by

\[
SP1 : \min_{X1(t)} \left\{ \frac{Q_i(t)f_{i,l}(t)\tau}{\rho} + (Q_i(t) - L_i(t))r_i(t) \right\} + \nabla w_m \sum_{i \in M} \left( k_f j_{i,l}(t) \tau + p_{i,l}(t)\tau \right) + \mathcal{I}_+(z(t)) \\
\text{s.t.} \ C1, C2 \\
C3 : f_{i,l}(t)\tau / \rho + r_i(t) + z(t) = Q_i(t), \ (z(t) \geq 0) \quad (18)
\]

where \( X1(t) = (f_i(t), r(t), z(t)), \mathcal{I}_+(z(t)) \) is the penalty function to put an infinite penalty on negative components of \( z(t) \). According to [36], the associated augmented Lagrangian of problem SP1 can be obtained by

\[
L_{\rho}(t) = -\sum_{i \in M} \left\{ Q_i(t)f_{i,l}(t)\tau / \rho + (Q_i(t) - L_i(t))r_i(t) \right\} \\
+ \nabla w_m \sum_{i \in M} \left( k_f j_{i,l}(t) \tau + p_{i,l}(t)\tau \right) + \mathcal{I}_+(z(t)) \\
+ \frac{\beta}{2} \left\| f_{i,l}(t)\tau / \rho + r_i(t) + z(t) - Q_i(t) + u(t) \right\|_2^2 \quad (19)
\]

where \( u(t) \) is the dual variable, \( \beta \in \mathbb{R}_+ \) is the penalty parameter, which can be used to adjust the convergence speed of ADMM.

Therefore, the scaled ADMM performs the following iterations until convergence:

\[
\begin{align*}
\left( f_{i,l+1}^{k+1}(t), r_{i+1}^{k+1}(t) \right) &= \arg \min_{f_{i,l}, r(t)} L_{\rho}(f_{i,l}(t), r(t), z(t), u(t)) \\
&= \begin{cases} 
0, \quad Q_i(t) - f_{i,l}^{k+1}(t) \tau / \rho - r_i^{k+1}(t) - u_i(t) \\
\end{cases} \\
&= \max \left\{ 0, \frac{Q_i(t) - f_{i,l}^{k+1}(t)\tau / \rho - r_i^{k+1}(t) - u_i(t)}{\rho} \right\} \\
&= \left( f_{i,l+1}^{k+1}(t), r_{i+1}^{k+1}(t)\tau / \rho + r_i^{k+1}(t) + z_i^{k+1}(t) - Q_i(t) \right)
\end{align*}
\]

where (20) is the update process of primal variables. The two primal variables \( f_{i,l}^{k+1}(t) \) and \( r_i^{k+1}(t) \) are updated in an alternative fashion, which accounts for the alternating direction. Equations (21) and (22) are the scale and dual variables updates. Note that the updates of primal variables, dual variable, and scale variable are carried out in parallel through an iteration, which contributes to the low computation complexity.

Furthermore, since problem SP1 is convex, the strong duality holds and the augmented Lagrangian has the saddle point. With the increasing number of iterations, the residual, the objective utility will converge, which means that the primal feasibility and dual feasibility can be achieved. As a result, we employ the rational stop criteria of ADMM as the convergence condition, namely the primal residual, dual residual, and scale residual must be small, which are given by

\[
\begin{align*}
\left\| f_{i,l}^{k+1} \right\|_2 &\leq \varepsilon_{\text{pri}} \\
\left\| u_{i+1}^{k+1} - u_i^{k} \right\|_2 &\leq \varepsilon_{\text{dual}} \\
\left\| z_i^{k+1} - z_i^{k} \right\|_2 &\leq \varepsilon_{\text{scal}}
\end{align*}
\]

where \( \varepsilon_{\text{pri}}, \varepsilon_{\text{dual}}, \) and \( \varepsilon_{\text{scal}} \) are small positive constants, which are the feasible tolerance for the primal, dual and scale feasibility conditions, respectively.

Thus, initializing a feasible set \( (f_{i,l}^{k}(t), r_i^{k}(t), z_i^{k}(t), u_k(t)) \), ADMM is performed and the optimal solutions can be obtained when the stop conditions are satisfied. The optimal computation offloading and local resource allocation via ADMM are implemented in Algorithm 1.

2) Computation Resource Optimization of the UAV: The goal of computation resource allocation of the UAV is to assign larger computation capability at the MEC server to execute the offloading tasks. It is obvious that SP2 is a convex optimization problem in terms of convex objective function and convex constraints

\[
SP2 : \min_{L(t)} \sum_{i \in M} L_i(t)f_{c,i}(t)\tau / \rho + \nabla w_c \sum_{i \in M} k_f f_{c,i}(t)\tau \\
\text{s.t.} \ C4 : \sum_{i=1}^{M} f_{c,i}(t) \leq F_c, \ i \in M \\
C5 : f_{c,i}(t)\tau / \rho \leq L_i(t), \ i \in M. \quad (24)
\]
Algorithm 1: Optimal Computation Offloading and Local Resource Allocation via ADMM

1: Initialization: \( f_l^0(t), r^0(t), z^0(t), u^0(t), p_c(t) \).
2: repeat
3: \quad Update the primal variables \( f_l^{k+1}(t) \) and \( r^{k+1}(t) \) according to (20).
4: \quad Update the scale variable \( z^{k+1}(t) \) according to (21).
5: \quad Update the dual variable \( u^{k+1}(t) \) according to (22).
6: until \( \|f_p^{k+1}\|_2 \leq \varepsilon_{pri}, \|f_d^{k+1}\|_2 \leq \varepsilon_{dual} \) and \( \|r_c^{k+1}\|_2 \leq \varepsilon_{scal} \).
7: Output: the optimal offloading tasks \( r^*(t) \) and CPU-cycle frequencies \( f_l^*(t) \).

Algorithm 2: Optimal Trajectory Scheduling of the UAV via CVX

1: Initialization: \( f_l^0(t), r^0(t), f_c^0(t), t, V_{max}, P_I, P_F \).
2: repeat
3: \quad CVX begin
4: \quad Solve SP3 to obtain \( P_c \).
5: \quad CVX end
6: if \( \sum_{i=1}^N \|P_c(t) - P_c'(t)\| \leq \xi \) then
7: \quad \( P_c = P_c' \).
8: \quad break;
9: end if
10: Update the time slot \( t = t + 1 \).
11: until
12: Output: Optimal trajectory of the UAV \( P_c \).

Algorithm 3: Joint Optimization of Computation Offloading, Resource Allocation, and Trajectory Scheduling

1: Initialization: \( \Theta(t), A_i(t), P_I, P_F, P_c \).
2: repeat
3: \quad At SMD \( i \):
4: \quad Acquire \( A_i(t), Q_i(t), L_i(t) \) and \( p_c(t) \).
5: \quad Solve problem SP1 to obtain \( f_{l,i}(t) \) and \( r_i(t) \) for the given \( h_l(t) \).
6: \quad Feed back \( r_i(t) \) to the UAV.
7: \quad Update the backlog of arriving task queue \( Q_i(t) \) according to (3).
8: \quad At the UAV:
9: \quad Acquire the task queues and offloading tasks of all SMDs, i.e., \( L(t), r(t) \).
10: \quad Solve problem SP2 and SP3 to obtain \( f_c(t) \) and \( p_c(t) \) for the given \( r(t) \).
11: \quad Update the backlogs of offloading task queues \( L(t) \) according to (4).
12: \quad Feed back \( L(t) \) and \( p_c(t) \) to all SMDs.
13: \quad Update the time slot \( t = t + 1 \).
14: until \( t \) the flying mission is completed at \( t = N \).

For problem SP2, a lot of standard convex algorithms can be used. Here, we adopt the classical interior point method to solve the problem [33]. Whereas, it is worthwhile to mention that problem SP2 can be regarded as a multiobjective problem. The objective function of SP2 means minimizing the computation energy consumption and maximizing the computation rate at the same time. The value of \( V \) can be adjusted to balance the two objects.

3) Trajectory Scheduling of the UAV: Based on the offloading computation tasks and the CPU-cycle frequencies of SMDs and the UAV obtained from SP1 and SP2, the trajectory optimization problem SP3 can be modeled as

\[
SP3 : \min_{p_c(t)} \mathcal{V} \left( \sum_{i=1}^N \kappa_f \|v(t)\|^2 + \sum_{i \in \mathcal{M}} \left( \frac{2^{\eta(t)} - 1}{\eta(t)} \right) \sigma^2 \tau \right) \\
\times \left( \tilde{r}^2 + \left\| p_c(t) - p_i \right\|^2 / g_0 \right)
\]

subject to (C6, C7, C8)

\[
C2 : \tilde{h}^2 + \left\| p_c(t) - p_i \right\|^2 \leq g_0 p_{l,\max} \left( \frac{2^{\eta(t)} - 1}{\eta(t)} \right)^{-1} / \sigma^2
\]

where the objective of problem SP3 is composed of flying energy consumption and communication energy consumption, which is attributed to the fact that both flying energy and communication energy are affected by the communication channel quality. Besides, since the trajectory scheduling needs to determine the positions of the UAV flying from the initial position to the final position for all slots, the previous part of the objective function is to minimize the sum of the flying energy consumption for all slots instead of the flying energy consumption at one slot. That is to say, a completed flying trajectory can be obtained by solving problem SP3.

Furthermore, with convex objective function and constraints, problem SP3 is convex, which can be easily solved by convex optimization solvers such as CVX. The optimal trajectory scheduling of the UAV via CVX is detailed in Algorithm 2.

By solving problem SP3, the trajectory of the UAV from the initial position to the final position can be derived. However, note that the real effective trajectory of the UAV is the trajectory before time slot \( t \). According to C7 constraint, the history of the flying trajectory cannot be changed. However, at time slot \( t + 1 \), the position of the UAV will be estimated again, because of the update of the communication energy consumption. Therefore, in fact, only the current estimated trajectory from the initial position to the current position is effective for the UAV. Until the mission finished, the optimal completed trajectory of the UAV can be obtained.

In summary, the joint optimization of computation offloading, resource allocation, and trajectory scheduling can be described in Algorithm 3.

At initial, the task buffers are empty, namely \( Q(0) = L(0) = 0 \). Based on the arriving tasks and communication channels, SMDs first perform the local computation decision to obtain the optimal local CPU-cycle frequency and offloading computation tasks. When the UAV acquires the offloading
Except for trajectory scheduling. Hence, the proposed model where the prior information at the past slot is not required that the unknown variables are optimized at each time slot, UA V, the optimal solutions can be determined eventually. Note that the unknown variables are optimized at each time slot, where the prior information at the past slot is not required except the trajectory scheduling. Hence, the proposed model and algorithm are beneficial for the unpredictable environment.

IV. SIMULATION RESULTS AND DISCUSSIONS

In this section, we evaluate the proposed optimization problem on computation offloading, resource allocation, and trajectory scheduling via simulation experiments. Assume that there are M = 4 SMDs distributed within an area of 10 m × 10 m, their positions are: (0, 0), (0, 10), (10, 0), and (10, 10), as shown in Fig. 2. Each SMD has a computation task arrival for each slot, the input date of the task A_i(t) follows the uniform distribution within [0, A_{i,max}]. The UAV flies with a constant height H = 10 m from the initial position p_i = [0, 0] to the final position p_F = [10, 0], which can assist SMDs to execute their computation tasks meanwhile. In addition, the total time for the UAV mission completion is T = 2 s, which can be averaged into N = 50 time slots. The remaining communication, computation, and flying parameters used in the simulations are summarized in Table I.

### A. Analysis of the Maximum Data Arrival

In Fig. 2, the optimal flying trajectory projections of the UAV on the horizontal plane are shown to compare the proposed minimizing average weighted energy consumption of SMDs and the UAV per slot (MAWESU) with two benchmark schemes, denoted by minimizing average energy consumption of SMDs (MAES) and minimizing average energy consumption of the UAV (MAEU). The objectives of MAES and MAEU only consider the energy consumption of SMDs and the UAV, respectively. The number of time slots is set as 50 and \(A_{i,max}(t) = 0.15\) Mb. As shown in Fig. 2, in order to achieve minimum energy of the UAV, the optimal flying trajectory obtained by MAEU is the straight line between the initial position and the final position. Since MAES aims to minimize the average energy consumption (AEC) of SMDs, the UAV first starts to fly as close as possible to provide SMDs with high communication channel quality and computation service. Then, with the limited mission completion time and the final position, the UAV has to return to the final position with high speed and the straight flight after flying a certain distance away from the destination. Under the proposed MAWESU scheme with \(w_c = 0.5\), the UAV flies smoothly along with a curve from the initial position to the final position, and the flying distance is less than that obtained by MAES. The reason is that the proposed scheme needs to compromise the energy consumption of SMDs and the UAV.

Fig. 3 observes the AEC under different schemes (i.e., MAEU, MAES, and MAWESU) with respect to the maximum data arrival, where AEC per slot of SMDs, UAV and the system are involved. We can see that the minimal AEC of SMDs is achieved by MAES compared with MAEU and MAWESU. Nevertheless, the AEC of the UAV obtained by MAES is higher than other two schemes, due to the fact that MAES and MAEU aim to minimize the energy consumption of SMDs and the UAV, respectively. The AEC obtained by the proposed MAWESU scheme is located between that obtained by MAEU and MAES so as to achieve the tradeoff the energy consumption of SMDs and the UAV. Besides, the AECs of SMDs and the UAV first increases quickly and then tends to stability when the maximum data arrivals achieve 0.2 and 0.05 Mb, respectively, which is attributed to the limited communication and computation resources. The network congestion when the offloading tasks are saturate. The AEC of the system shows the same increasing trend as that of the UAV, due to the high proportion of the energy consumption of the UAV in the whole system.

### B. Value of V and Weight Factors

The impact of V and weight factors on the system utility is investigated in Fig. 4. In Lyapunov optimization, the value of V is used to balance the system utility and queue stability. It can be seen that the AEC of SMDs decreases and tends to stability with the increase of V, where the decreasing trends are obscure and seems stable for \(V \leq 1e10\) and \(V \geq 1e14\). The reason is that the small value of V is too

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication bandwidth</td>
<td>10 MHz</td>
</tr>
<tr>
<td>Channel power gain</td>
<td>-50 dB</td>
</tr>
<tr>
<td>Maximum transmit power of SMDs</td>
<td>100 mW</td>
</tr>
<tr>
<td>Noise power</td>
<td>10^{-9} W</td>
</tr>
<tr>
<td>Process density</td>
<td>10^7 cycles/bit</td>
</tr>
<tr>
<td>Effective switched capability</td>
<td>10^{-28}</td>
</tr>
<tr>
<td>Maximum local CPU-cycle frequency</td>
<td>1 GHz</td>
</tr>
<tr>
<td>Total edge computation capability</td>
<td>16 GHz</td>
</tr>
<tr>
<td>The mass of the UAV</td>
<td>9.05 kg</td>
</tr>
<tr>
<td>The maximum speed of the UAV</td>
<td>10 m/s</td>
</tr>
</tbody>
</table>
Fig. 3. AEC under different schemes versus the maximum data arrival, $N = 50$ and $V = 1 \times 10^{11}$.

Fig. 4. AEC of SMDs and the UA V per slot versus $V$ and $w_c$.

small to achieve the trade-off between system utility and queue stability, while the system is mainly to minimize the energy consumption but ignore the consideration of queue stability when $V$ is large enough. Obviously, smaller or larger $V$ is not facilitated for the system. We present an optimal selection block of $V$, as the square block shown in Fig. 4. With the decrease of $w_c$, the weight $w_m$ increases and the system tends to minimize the energy consumption of SMDs, thus the AEC of SMDs decreases. However, there is a growth jump for the AEC of the UA V with the increase of $V$. The reason is that the computation tasks are limited to be executed and the backlogs of the queue tasks start to accumulate as the value of $V$ increases. The accumulated tasks will be offloaded to the MEC sever with a large transmit rate at a certain slot, leading to the energy jump of the UAV. Hence, the UAV needs to consume more energy to return to the final position. Besides, the AEC of the UAV decreases for the larger $V$, which is similar to that of the SMDs. For $w_c = 0$, the AEC of the UAV has the maximum and nearly stay constant, due to the fact that the objective of the system only concentrates on the energy consumption minimization of SMDs.

Fig. 5 depicts the trajectory of the UAV with respect to different $w_c$ and $V$, where $A_{i,\text{max}}(t) = 0.15$ Mb, $N = 50$. For $w_c = 0.5$ and $V \leq 1 \times 10^{12}$, the flying trajectory is a smooth curve, which is consistent with the result of Fig. 2. However, the flying trajectory has many bends and curves for $V \geq 1 \times 10^{13}$, which is caused by the accumulation of the computation tasks in the backlogs of task queues. When a large number of tasks are offloaded to the MEC server at a certain slot, the position hop of the UAV is required. On the other hand, the system aims to optimize the energy consumption of SMDs for $w_c = 0.01$. The UAV starts to fly in proximity of SMDs and then return to the final position with high speed and straight trajectory. When the value of $V$ increases, the objective function of problem SP3 has a tilt to the energy consumption of the UAV because of the decrease of the energy consumption of SMDs observed from SP1. Hence, the distance of flying trajectory decreases, like the curves of $V = 1 \times 10^{13}$ and $V = 1 \times 10^{14}$.

Fig. 6 illustrates the average queue length of system per slot with respect to the value of $V$. The average queue length is defined as $\frac{\sum_{i \in M} \sum_{t \in T} (Q_i(t) + L_i(t))}{MN}$, which first stays stable and then shows exponential increase. The reason is that the value of $V$ is small and has no effect on the trade-off between queue stability and system utility for $V \leq 1 \times 10^{11}$. In order to balance the energy consumption, the backlogs of task queue dramatically increase for $V > 1 \times 10^{11}$ under the constrained offloading tasks and computation resource. Besides, with lower $w_c$, the less average queue length is accumulated.
The reason is that $w_c$ acts as a compromise factor for the computation rate and energy consumption, which is shown in the objective function of problem SP2. The system tends to maximize the computation rate with the decrease of $w_c$, leading to less tasks remaining in task buffers.

### C. Division of Time Slots

Finally, we validate the impact of time slots on the system performance. In Fig. 7, the AEC of the system with respect to the number of time slots is shown, where the total time is $T = 2$ s. We can observe that the AEC of the system for $w_c = 0.5$ has a slow reduction. However, the AEC reduction obtained by $w_c = 0.01$ is visible with the increase of the number of time slots. It can be explained that the UAV has a smooth flying trajectory for $w_c = 0.5$ while the meandering flying trajectory obtained by $w_c = 0.01$ has more potential uncertainty and diversity, leading to the difference of the AECs of the system. Besides, although the AEC of the system obtained by $V = 1e13$ is larger than that obtained by $V = 1e11$ for the same $w_c = 0.5$, the case for $w_c = 0.01$ has an opposite result. It can be owing to the backward shift on the AEC jump of the UAV, the same as the energy jump in Fig. 4. Note that the AEC of the system shows a decreasing trend with the increase of time slots, which does not have an inevitable relationship with the reduction of the total energy consumption of the system. The total energy consumption of the system is calculated by the product of AEC and the number of time slots. For example, the total energy consumption of the system is 257.7 and 264.6 J for $N = 35$ and $N = 70$, respectively, when $w_c = 0.5$ and $V = 1e11$. Besides, observing the curve of $w_c = 0.01$ and $V = 1e11$, the total energy consumption of the system is 1000.3, 994.5, and 993.1 J for $N = 40$, $N = 50$, and $N = 60$, respectively. The increments of the total energy between neighboring slots are $-5.8$ and $-1.4$ J, and we can deduce that the change of the total energy consumption is not linear. Therefore, we can see that time slots should be reasonably divided, neither fewer nor more, so as to ensure energy conservation and task service.

Fig. 8 describes the average queue length of SMDs per slot with respect to the number of time slots. As seen from Fig. 8, the curves of average queue length obtained by $w_c = 0.5$ and $w_c = 0.01$ coincide and almost remain the same level for $V = 1e11$, which is consistent with the result in Fig. 6. The system tends to maximize the task execution rate instead of minimizing the energy consumption for small $V$. As a result, the computation task will be effectively processed no matter...
how much the value of $w_c$ is. For $V = 1e13$, the average queue length obtained by $w_c = 0.01$ shows a slow increase while that obtained by $w_c = 0.5$ grows quickly. The reason is that $w_c$ as a tradeoff factor plays an important role on the task execution rate and energy consumption. The system tends to maximize the task execution rate for the small $w_c$, leading to less backlogs of task queues.

V. CONCLUSION

In this paper, we jointly formulate stochastic computation offloading, resource allocation, and trajectory scheduling as an average weighted energy consumption minimization problem in the UAV-assisted MEC system. To tackle the nonconvex problem, a Lyapunov-based approach is applied and the problem is decomposed into three management subproblems. Moreover, a combination of the ADMM algorithm, interior point method and CVX solver is employed to iteratively solve the subproblems. Simulation results show that the average weighted energy consumption minimization scheme can save more energy than MAES and process more backlogs of the task queues compared with MAEU by adjusting various system parameters. Besides, both the value of $V$ and the weight factors show the compromise between the queue stability and system utility. In the future, it would be interesting to extend the work to ad hoc network with multiple UAVs. The issues, such as dynamic access control and interference management, can be further explored.

APPENDIX

According to the update rules of $Q_i(t)$ and $L_i(t)$ together with the inequality of $((a - b)^t + c)^2 \leq a^2 + b^2 + c^2 + 2a(c-b)$ for any $a$, $b$, $c \geq 0$, we can obtain that

$$Q_i^2(t + 1) = (\max\{Q_i(t) - d_i(t) - r_i(t), 0\} + A_i(t))^2 \leq Q_i^2(t) + A_i^2(t) + d_i(t) + r_i(t))^2$$

$$+ 2Q_i(t)A_i(t) - d_i(t) - r_i(t))$$

$$L_i^2(t + 1) = (\max\{L_i(t) - c_i(t), 0\} + r_i(t))^2 \leq L_i^2(t) + r_i^2(t) + c_i^2(t) + 2L_i(t)r_i(t) - c_i(t).$$

(26)

Hence, the difference of the Lyapunov function between the current and past slots can be calculated as

$$U(\Theta(t + 1)) - U(\Theta(t)) = \frac{1}{2} \sum_{i \in M} \left\{Q_i^2(t + 1) - Q_i^2(t)\right\}$$

$$+ \frac{1}{2} \sum_{i \in M} \left\{L_i^2(t + 1) - L_i^2(t)\right\}$$

$$\leq C + \sum_{i \in M} \{Q_i(t)A_i(t) - d_i(t) - r_i(t))\}$$

$$+ \sum_{i \in M} \{L_i(t)r_i(t) - c_i(t)\})$$

(28)

where $C$ is a constant, which has the upper bound and satisfying

$$C = \frac{1}{2} \sum_{i \in M} \left\{A_i^2(t) + (d_i\max(t) + r_i\max(t))^2\right\}$$

$$+ r_i^2\max(t) + c_i\max(t)^2$$

(29)

where $d_i\max(t) = f_i\max\tau/\rho$, $c_i\max(t) = F_c\tau/\rho$, and $r_i\max(t) = W\tau\log_2(1 + [\rho_i\max(h_i(t))/\sigma^2])$.

Plugging (28) and (29) into the Lyapunov drift-plus-penalty function, the upper bound can be given by

$$D(\Theta(t)) = \Delta U(\Theta(t)) + VE[E_i(\Theta(t)|\Theta(t))]$$

$$\leq C + E \left[ \sum_{i \in M} \{Q_i(t)(A_i(t) - d_i(t) - r_i(t))\} \right]$$

$$+ E \left[ \sum_{i \in M} \{L_i(t)(r_i(t) - c_i(t))\} \right] + VE[E_i(\Theta(t)|\Theta(t))].$$

(30)
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