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Abstract: In this paper, we propose a simple algorithm to adaptively adjust the value of dupthresh, the duplicate acknowledgement threshold that triggers the transmission control protocol (TCP) fast retransmission algorithm, to improve the TCP performance in a network environment with persistent packet reordering. Our algorithm uses an exponentially weighted moving average (EWMA) and the mean deviation of the lengths of the reordering events reported by a TCP receiver with the duplicate selective acknowledgement (DSACK) extension to estimate the value of dupthresh. We also apply an adaptive upper bound on dupthresh to avoid the retransmission timeout events. In addition, our algorithm includes a mechanism to exponentially reduce dupthresh when the retransmission timer expires. With these mechanisms, our algorithm is capable of converging to and staying at a near-optimal interval of dupthresh. The simulation results show that our algorithm improves the protocol performance significantly with minimal overheads, achieving a greater throughput and fewer false fast retransmissions.
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I. INTRODUCTION

Recent studies have suggested that packet reordering is not a pathological behaviour in the Internet [1]. Yet, the impact of packet reordering on protocol performance is significant, especially for transmission control protocol (TCP), the most commonly used transport protocol in the Internet.

Packet reordering can be caused by misconfigured or malfunctioning network components that leads to frequent route fluttering or router pauses. The inherent parallelism in modern packet switches also brings about packet reordering during normal operation. Besides, multipath routing [2]–[4] is an effective traffic engineering technique to improve network throughput and reduce network load fluctuation. It has shown [5], [6] that not only does multipath routing balance the load significantly better than single-path routing over wired networks, but also it provides better performance in congestion and capacity over mobile ad hoc networks. In packet-switched networks such as the Internet, the smallest data switching unit is a packet. A packet flow can be split over multiple paths between a source and a destination in a multipath network. When packets travel on paths with different round-trip times (RTTs), they may arrive out-of-order at the destination.

The standard TCP source agent does not receive any explicit information about the current congestion status from the underlying protocols. It probes the available network bandwidth by increasing the congestion window size until a packet (or segment) loss occurs, at which time the window size shrinks. The TCP fast retransmission algorithm, running in parallel with the timeout mechanism, exploits the fact that the TCP receiver always acknowledges the last segment successfully received in the correct order. The reception of duplicate acknowledgements (ACKs) can be an indication to the sender for the occurrences of either packet reordering or packet loss. The ability to disambiguate these two cases can improve the protocol performance considerably. If the network paths reorder packets persistently and packet reorderings are interpreted as packet losses, the fast retransmission algorithm is activated frequently to resend packets which have not been lost, wasting network bandwidth and keeping window size unnecessarily small. Besides, persistent spurious retransmission can exacerbate network congestion, lead to classical congestion collapse, and reduce the TCP connection throughput [7].

A. Our Contributions

Although it is hard, both economically and theoretically, to eliminate packet reordering, recent research has been conducted to improve the reordering robustness of TCP. In this paper, we survey some of these proposals and devise a simple algorithm to adaptively adjust the value of dupthresh to improve the TCP performance in a network environment with persistent reordering.

Our algorithm uses an exponentially weighted moving average (EWMA) and the mean deviation of the lengths of the reordering events reported by a TCP receiver with the duplicate selective acknowledgement (DSACK) extension to estimate the value of dupthresh. We also apply an adaptive upper bound on dupthresh to prevent dupthresh too high to trigger a retransmission timeout. In addition, our algorithm includes a mechanism to exponentially reduce dupthresh when the retransmission timer expires. Our algorithm is engineered to avoid a certain portion of the false fast retransmissions so as to strike a balance between the avoidance of spurious retransmissions due to packet reordering and timely retransmissions of lost packets.

B. Organization of the Paper

This paper is organized as follows. Section II gives a survey of the related work. Section III presents our algorithm to adaptively adjust the value of dupthresh, the duplicate acknowledgement threshold that triggers the TCP fast retransmis-
sion algorithm, to improve the TCP performance in a network environment with persistent packet reordering. Section IV examines our simulation results and discusses the effectiveness of our proposed algorithm for improving the reordering robustness of TCP. Section V concludes and discusses some possible extensions to our work.

II. RELATED WORK

The DSACK extension [8] to the TCP SACK option [9] has been proposed to make TCP more robust to packet reordering. The information of spurious retransmission inferred from DSACK is helpful in adjusting the sender behaviour to improve the TCP performance. Originally, the TCP fast retransmission algorithm is triggered when three duplicate acknowledgements are received [10], [11]. Some approaches that adaptively modify $dupthresh$ have been developed to make TCP more robust in the presence of various levels of packet reordering.

Several techniques have been proposed in [12] to adjust $dupthresh$ by
1. constantly increasing $dupthresh$;
2. increasing $dupthresh$ based on the average length of a reordering event and the current value of $dupthresh$;
3. using a duplicate ACK threshold and a delay timer; and
4. using a running average of the reordering length as the estimator of $dupthresh$.

Hereafter, we will refer to the above algorithms as INC, AVG, DEL, and EWMA, respectively.

Their simulation results showed that, when compared with the original fixed $dupthresh$ method, the proposed techniques improved throughput with different extents. The algorithms also reduced the numbers of unnecessary retransmissions. However, their algorithms have several shortcomings. $dupthresh$ is not very sensitive to the dynamic behaviour of the reordering events. It slowly converges to a satisfying value. The upper bound of $dupthresh$ is set to $0.9 \text{ cwnd}$, where $\text{cwnd}$ is the size of the congestion window (in segments). A retransmission timeout may occur when multiple packets are reordered or lost within the same congestion window. When $\text{cwnd}$ is small, the false fast retransmissions can also happen. When a retransmission timeout occurs, $dupthresh$ is reset to three, losing all historical information that should be useful in adjusting $dupthresh$ after the reset.

RR-TCP [13] extended the sender to detect and recover from the false fast retransmissions using the DSACK extension, and avoided future false fast retransmissions proactively by adaptively changing $dupthresh$. Their simulation results showed that RR-TCP could significantly improve the TCP performance over reordering networks. It employed a reordering histogram to store the reordering information. This information can be used to adjust $dupthresh$ indirectly via the false fast retransmit avoidance (FA) ratio, the percentile value in the cumulative reordering length distribution.

A timer-based approach to avoid false fast retransmission has been proposed in [14]. It employed a timer, of which the threshold is a function of RTT, to trigger fast retransmission. In fact, the DEL algorithm [12] could be viewed as an extension to this approach. TCP-PR [15] also utilized timers. It did not rely on duplicate ACKs. However, it was computationally expensive to estimate the maximum possible round-trip time (as the value of the retransmission timeout) since a series of exponentiation computations had to be performed on every ACK arrival. The Eifel algorithm [16] enhanced the TCP error recovery mechanism. It detected false timeouts and false fast retransmissions and revoked their penalties. However, the algorithm did not proactively avoid the false fast retransmissions. Yet, we focus on how to avoid the false fast retransmissions by adjusting $dupthresh$ with minimal overheads in this paper.

An integrated sender-side and receiver-side solution to improve the TCP performance over multiple paths has been proposed in [17]. On the sender side, $dupthresh$ was set to increase logarithmically on the number of paths used. On the receiver side, delayed ACKs were generated for out-of-order packet arrivals. However, the level of packet reordering depends on the differences in path delays and how the packets belonging to a single flow are distributed to these paths, but there exists no direct correlation between the extent of packet reordering and the number of paths used [18]. This approach also requires modifications to both TCP senders and receivers to achieve the desired performance improvement.

III. OUR ALGORITHM

A. Detecting False Fast Retransmit

As in [12] and [13], we use the DSACK extension in TCP to detect the occurrences of the false fast retransmissions. A TCP sender is able to learn whether a retransmission is necessary, using the DSACK option and the historical segment retransmission information stored in the sender’s scoreboard. If the sender later receives both the ACKs of the original packet and the spurious retransmitted packet, it can detect a false fast retransmission and potentially recover from its adverse impact on the TCP performance by undoing the reduction of the congestion window size. The DSACK specification itself does not stipulate the sender’s actions upon receiving the DSACK information. However, the information is helpful for improving protocol performance by accomplishing the following two objectives.

1. Recovering from the unnecessary window size backoffs during fast retransmit.
2. Avoiding any future false fast retransmissions by adjusting $dupthresh$.

To satisfy the first objective, the unnecessary window reduction is rolled back to the most recent value prior to the false fast retransmission. Similar to the approach used in [12], the sender uses slow start to increase the size of the congestion window to its prior value so as to avoid injecting traffic bursts to the network. The second objective is achieved by using the following...
techniques to adjust the value of dupthresh.

B. Adjusting the Value of dupthresh

The key idea of our algorithm is to evaluate an exponentially weighted moving average (EWMA), \( \text{avg} \), of the lengths of the detected reordering events. To render dupthresh consistent with the dispersion of the reordering lengths and make it more conservative (but not overly conservative) in discriminating packet reordering and packet loss, we let dupthresh be the sum of \( \text{avg} \) and a fraction of \( \text{mdev} \), where \( \text{mdev} \) is the mean deviation of the reordering length samples. In our implementation, the mean deviation is used instead of the standard deviation of the reordering length for computational simplicity. The use of EWMA on the reordering length has been proposed in [12] as an alternative to adjust dupthresh. Our method, however, differs from theirs as it adds a fraction of \( \text{mdev} \) into dupthresh. Theoretically, by including this additional term, it is possible for dupthresh to avoid a certain portion of the false fast retransmissions due to packet reordering. To a certain extent, it shares the same design philosophy as the FA ratio proposed in [13], but it incurs less overheads. As inferred from our simulation results, this seemingly minor modification (together with some other enhancements described in the following subsections) can improve the protocol performance substantially. Our procedure is described in the following subsections.

Let \( r \) be the \((k+1)\)-th sample of the reordering length, i.e., the length of the \((k+1)\)-th reordering event detected by the TCP sender, and \( \alpha \) be a pre-defined smoothing constant (typically, \( \alpha \in [0.3, 0.4] \) is used in our experiments). The EWMA value, \( \text{avg} \), is calculated as follows.

\[
\text{avg}(k + 1) = \alpha \cdot r + (1 - \alpha) \cdot \text{avg}(k)
\]

where \( \text{avg}(k) \) is the original EWMA value and \( \text{avg}(k + 1) \) is the new value updated with \( r \).

The mean deviation of the reordering length samples, with a small weight to the most recent instance (our simulation experiments show that \( \beta \in [0.2, 0.4] \) achieves the best result), is used to estimate the value of \( \text{mdev} \).

\[
\text{aerr}(k + 1) = \left| r - \text{avg}(k) \right|,
\]

\[
\text{mdev}(k + 1) = \beta \cdot \text{aerr}(k + 1) + (1 - \beta) \cdot \text{mdev}(k)
\]

where \( \text{aerr} \) and \( \text{mdev} \) are the absolute error and the mean deviation of the reordering length, respectively.

When a new reordering event is detected, the new values of \( \text{avg} \) and \( \text{mdev} \) are recomputed using (1), (2), and (3). Then, the value of dupthresh is computed as

\[
dupthresh = [\text{avg} + \lambda \cdot \text{mdev}]
\]

where \( \lambda \) is a pre-set parameter (typically, \( \lambda \in [0.2, 0.4] \)).

C. Avoiding Timeouts with Upper Bound

Merely increasing dupthresh can possibly trigger a retransmission timeout when a very large dupthresh prevents the sender from timely retransmitting a lost packet. To overcome this problem, we apply an upper bound \( \text{dupthresh}_{ub} \) upon our dupthresh to reduce the possibility of a timeout event.

Let RTO be the value of the retransmission timeout, RTT be the estimated value of the round-trip time, and \( T(m) \) be the total time elapsed between when the sender transmits a packet (which is lost in the network) and when the sender receives the ACK of the retransmitted packet (which is sent after \( m \) duplicate ACKs have been received). If we can guarantee that \( T(m) \) is less than RTO, we have a good chance of avoiding a timeout event. By applying the TCP self-clocking effect [19],

\[
T(m) = 2 \cdot \text{RTT} + m \cdot T_{int}
\]

where \( T_{int} \) is the average inter-packet time.

The average inter-packet time can be evaluated from the congestion window size \( \text{cwnd} \) and RTT. If the transmission paths used by a TCP connection are viewed as a queueing system, again by self-clocking, the arrival rate is \( \gamma \cdot \text{cwnd} \), the residence time (the time spent by a packet and its ACK in the system) is RTT, and the number of items in the system is \( \text{cwnd} \). According to Little’s theorem [20],

\[
\text{cwnd} = \frac{\text{RTT}}{T_{int}}.
\]

From (5) and (6),

\[
T(m) = 2 \cdot \text{RTT} + m \cdot \frac{\text{RTT} \cdot \text{cwnd}}{T_{int}}
\]

To prevent the TCP sender from timeout, \( T(m) \) should be less than RTO. To introduce a safety margin to counteract the estimation errors of RTT and \( T_{int} \), we let \( T(m) \) be a portion of RTO. Assume \( \gamma \) is a constant which is less than 1,

\[
T(m) \leq \gamma \cdot \text{RTO}.
\]

By substituting (7) into (8),

\[
2 \cdot \text{RTT} + m \cdot \frac{\text{RTT} \cdot \text{cwnd}}{\text{RTT}} \leq \gamma \cdot \text{RTO}.
\]

In order to avoid a retransmission timeout, the value of \( m \) is given by

\[
m \leq \left( \frac{\gamma \cdot \text{RTO}}{\text{RTT}} - 2 \right) \cdot \text{cwnd}.
\]

An upper bound of dupthresh is thus given by

\[
dupthresh_{ubf} = \left( \frac{\gamma \cdot \text{RTO}}{\text{RTT}} - 2 \right) \cdot \text{cwnd}.
\]

In this way, we can theoretically prevent dupthresh from becoming too high to trigger a retransmission timeout. In practice, however, the accuracy of dupthresh_{ubf} depends upon the estimators of RTT and RTO. The occurrences of timeout events can be reduced by dupthresh_{ubf}, but it cannot be avoided entirely. When a timeout event occurs, we use the value of dupthresh at that time to serve as the second upper bound. This value is called dupthresh_{tmo} and acts as an auxiliary constraint to the upper bound of dupthresh

\[
dupthresh_{ub} = \min\{\text{dupthresh}_{ubf}, \text{dupthresh}_{tmo}\}.
\]

That is, the ultimate upper bound of dupthresh is the minimum of the value given in (11) and the most recent value of dupthresh which leads to a timeout event.
In the previous subsections, we have discussed how to adjust $dupthresh$ when detecting a false fast retransmission. We still need a strategy to decrease $dupthresh$ when RTO expires. The algorithm in [12] simply resets $dupthresh$ to 3 upon a timeout. The algorithm proposed in [13] reduces $dupthresh$ based on the ratio of the cost of a timeout to that of a false fast retransmission. The first strategy is too crude to be used in a real network since it loses information about the current value of $dupthresh$ after $dupthresh$ is reset. We also believe that the second approach is too complex and involves too much overheads as a histogram storing the reordering length distribution has to be maintained frequently. The mean and standard deviation of the delay distribution to packet reordering when we show the simulation results with different delay update intervals and delay distributions to packet reordering when we show the simulation results with different delay update intervals and delay distributions to packet reordering when we show the simulation results with different delay update intervals and delay distributions.

The path between $R1$ and $R2$ models the underlying network path connecting $R1$ and $R2$. The path usually consists of multiple hops. A hop-count average of 16.2 was reported in [22] for a single-path network topology. The central limit theorem [23] suggests that the end-to-end delay over a multi-hop path, which is the sum of a large number of independent hop-delays, is approximately normally distributed. To simulate packet reordering (such as those caused by route fluttering), we periodically change the path delay according to a normal distribution. The time interval between two successive changes in delay, denoted as the delay update interval, imitates various extents of the reordering events. In our simulation, we update the delay every 50 ms or 100 ms. The former will introduce reordering events more frequently. The mean and standard deviation of the delay distribution simulate the reordering length distribution itself. The mean and standard deviation of the delay distribution simulate the reordering length distribution itself. The mean and standard deviation of the delay distribution simulate the reordering length distribution itself. The mean and standard deviation of the delay distribution simulate the reordering length distribution itself.
Table 1. Setting of the simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of $R_1-R_2$ path delay</td>
<td>$200 f$ ms, $f \in [1, 4)$</td>
</tr>
<tr>
<td>Standard deviation of path delay</td>
<td>$\frac{200 f}{3}$ ms, $f \in [1, 4)$</td>
</tr>
<tr>
<td>Interval between two successive delay changes</td>
<td>50 ms, 100 ms</td>
</tr>
<tr>
<td>Maximum $cwnd$</td>
<td>100 packets</td>
</tr>
<tr>
<td>Minimum RTO</td>
<td>1 s</td>
</tr>
<tr>
<td>$\alpha$ in (1)</td>
<td>0.3</td>
</tr>
<tr>
<td>$\beta$ in (3)</td>
<td>0.3</td>
</tr>
<tr>
<td>$\lambda$ in (4)</td>
<td>0.3</td>
</tr>
<tr>
<td>$\gamma$ in (8)</td>
<td>0.7</td>
</tr>
<tr>
<td>$C_1$ in (13)</td>
<td>0.5</td>
</tr>
<tr>
<td>$C_2$ in (14)</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Fig. 3. Throughput against packet delay factor. Path delay is changed every 50 ms. No packet loss.

Fig. 4. Throughput against packet delay factor. Path delay is changed every 100 ms. No packet loss.

Fig. 5. Throughput against packet delay factor. Path delay is changed every 50 ms. Packet loss rate is 0.2%.

As exhibited in Fig. 3, our algorithm improves the connection throughput by around 40%–80% compared to DEL, INC, and AVG. When it is compared to EWMA, it achieves the throughput improvement by 120%–150%. This shows that our algo-
rithm adapts very well when the reordering events occur more frequently. The introduction of the upper bound to \( \text{dupthresh} \) effectively prevents it from triggering timeout events. When compared to FA, AVG-DEV possesses a very similar performance improvement.

When the reordering events happen less frequently, our algorithm achieves less throughput improvement (about 15%–35% compared to DEL, 7%–30% compared to AVG, and 75%–100% compared to EWMA). This is reasonable, since our algorithm adaptively adjusts \( \text{dupthresh} \) when a reordering event occurs. A fewer occurrences of ordering events means smaller performance differences among all the methods examined in our experiments. This is demonstrated in Fig. 4. The simulation results in [12] did not evaluate the impact of packet loss to their algorithms. We introduce random packet loss with a loss rate of 0.2% in our experiments.

As shown in Fig. 5, the performance improvement contributed by our algorithm is greater than those proposed in [12] (improved by 50%–70% compared to DEL and 125%–155% compared to EWMA). This indicates that our algorithm is robust in a lossy network environment. Again, in Figs. 4 and 5, AVG-DEV achieves the performance improvement that is very close to that of FA.

Figs. 6–8 show the comparisons of various algorithms based on the unnecessary retransmission rate, which is defined as the ratio of the number of unnecessary fast retransmissions to the total number of packets transmitted. When the path delay is changed every 50 ms, as exhibited in Fig. 6, our algorithm effectively reduces the unnecessary retransmission rate to 15%–40% of that of DEL and 6%–15% of that of EWMA.

Fig. 7 shows the performance of various algorithms running in an environment with fewer reordering events. Our algorithm still outperforms others by reducing the unnecessary retransmission rate, though its performance superiority diminishes. By introducing the packet loss with a loss rate of 0.2%, the connection throughput is dropped significantly, but the unnecessary retransmission rate is more or less the same. Our algorithm achieves a drastic reduction in the false fast retransmissions as shown in Fig. 8. This is attributed to the ability of our proposed algorithm to correctly identify a larger portion of the reordering events. This means that most of the reordering events will not trigger the false fast retransmissions.

B. Multipath Network

Multipath routing has recently been found to be an effective traffic engineering technique to improve network throughput and reduce network load fluctuation [2]–[4]. However, packets belonging on the same TCP flow and travelling on different paths may arrive out-of-order at the destination. This results in triggering fast retransmissions frequently and unnecessarily because of the inability for TCP to distinguish between packet reordering and packet loss. Thus, some network bandwidth is wasted while the connection throughput is kept to be small. To make packet-based multipath routing to become a practical traffic engineering technique for core networks, the problem of performance degradation due to out-of-order packet arrivals has to be alleviated. In this subsection, we demonstrate the ability of our proposed algorithm to resolve the aforementioned problem by comparing its performance to other existing approaches in a
Instead of using the default round-robin forwarding algorithm in ns-2, we have implemented the weighted round-robin traffic splitting algorithm. It allows any feasible load distributions along different paths. A multipath network topology, as shown in Fig. 9, consists of two end-systems (S and D) and four routers (R1–R4). A TCP flow from S to D lasting for 1000 seconds is simulated.

In our simulation results reported here, the configurable bandwidth and delay of R1–R3 link are 1 Mbps and 250 ms, respectively. The TCP traffic proportion between two paths (R1–R2–R4 and R1–R3–R4) is adjustable. We change the proportion of the flow travelling along R1–R2–R4 from 0% to 100%. Meanwhile, the R1–R3–R4 proportion decreases from 100% to 0%.

When the proportion of the flow travelling along R1–R2–R4 is 0% or 100%, the TCP flow travels on a single path. All packets are thus arrived at the destination in the same order as they are sent. Since the techniques under study merely differ in how packet reordering is handled, they therefore have the same connection throughput.

By changing the proportion of the flow to be routed on these two paths, various levels of packet reordering can be simulated. The methods perform differently in these reordering scenarios as shown in Figs. 10 and 11. Again, the results reported here are the averages over 15 runs. The throughput performance of an “ideal” algorithm to deal with out-of-order packet arrivals would show a straight line joining the two points corresponding to the connection throughput when all packets travel on either one of these two paths. This can be used to calibrate the quality of all techniques under consideration.

Fig. 10 suggests that our algorithm improves the throughput by 35%–45% compared to DEL, INC, and AVG on the average. When it is compared to EWMA, it improves the throughput by 65%. Fig. 11 depicts the throughput curves when a loss rate of 0.3% over Link S–R1 is introduced. Again, our algorithm outperforms EWMA, DEL, INC, and AVG.

Table 2 compares the unnecessary retransmission rates among various algorithms. It shows that our algorithm is very effective in reducing the number of the unnecessary fast retransmissions in a multipath network environment.

C. Overhead Comparison: Our Method and RR-TCP

As shown in the foregoing subsections, the performance of our method is comparable to that of RR-TCP. In fact, the connection throughput of AVG-DEV is very close to that of FA. Its unnecessary retransmission rate is almost identical to that of FA. However, FA needs to maintain a histogram of the lengths of the reordering events. The histogram records up to 1000 reordering events. Each record consists of a four-byte timestamp and a four-byte pointer. Thus, the histogram requires up to 8000 bytes of memory space. It is scanned and updated for every detected reordered packet. On the contrary, what our algorithm requires is a few (less than 20) counters. The values stored in these counters are updated using a set of simple arithmetic formulae as described in Section III. These counters require no complicated data structures. They are used to store integers and floating-point numbers only.
ns-2 runtime performance, we have measured the times spent on TcpSack1Agent::recv function, which is called when an ACK is received. On the average over 15 runs, FA spends 1.58 seconds while AVG-DEV spends 0.52 seconds.

Table 3 summarizes the storage and computational overheads for FA and AVG-DEV. It shows that our algorithm has negligible overheads when compared to FA. Our algorithm meets the design objective by achieving the performance improvement that is comparable to the best known algorithm so far, without paying substantial storage and computational costs.

D. Discussion on Fairness Issue

When compared with TCP Reno [10], [19] (the most popular TCP variant), there are three major changes. First, our proposed algorithm is installed with an adaptive algorithm to dynamically determine an appropriate value of dupthresh based on the current network condition, whereas TCP Reno is always associated dupthresh with a fixed value (three by default). Second, when a spurious fast retransmission is detected, our algorithm applies the approach used in [12] that a sender uses slow start to increase the size of the congestion window to the value just before a fast retransmission has falsely occurred. TCP Reno has no mechanism to detect any occurrences of spurious retransmission. Third, our algorithm uses a variant of the limited transmit algorithm described in [12] to allow the sender to transmit a new segment upon the receipt of the first two duplicate ACKs and every two duplicate ACKs received afterwards, while TCP Reno does not send any new segments until an ACK for a new segment arrives.

When the sender receives a number of duplicate ACKs, our algorithm does allow the sender to transmit a new segment upon the receipt of the first two duplicate ACKs and every two duplicate ACKs received afterwards. This not only maintains ACK-clocking but also the transmission rate of the sender has been halved as an indication of network congestion. When an ACK for a new segment is received before a fast retransmission is triggered, the longest burst that can be injected into the network at once cannot be longer than half of dupthresh. Since an effective dupthresh is always less than the size of the congestion window, the sender does not increase the consumption of the network bandwidth. Moreover, unlike TCP Reno, the limited transmit extension does help to reduce burst lengths in order to alleviate some adverse effects due to the potential burst injection when packet reordering exists.

When a packet drop occurs, our algorithm initiates a fast retransmission and halves the size of the congestion window when dupthresh duplicate ACKs have received. Though the sender may delay retransmitting the lost segment, about half of dupthresh new segments have been sent since the latest train of duplicate ACKs has occurred. Thus, the effective transmission rate of the sender has already been halved while ACK-clocking.

Combining, our proposed algorithm does permit the sender to interpret any segment loss as an indication of network congestion and reduce the size of the congestion window by at least in half. Since our algorithm adapts the same congestion avoidance mechanism as TCP Reno, the sender increases the size of the congestion window by at most one segment per round-trip time. Hence, a TCP connection established by using our proposed algorithm is a conformant TCP connection [7]. When our algorithm is globally deployed, its flow would not increase its throughput with aggressive manners, break fair sharing with other conformant TCP flows, and cause congestion collapse from undelivered packets [7].

V. CONCLUSIONS

We have proposed a simple method to improve the robustness of TCP on the network paths with persistent packet reordering. The value of dupthresh is adaptively adjusted with the EWMA and the mean deviation of the reordering lengths. We have also developed a mechanism which exerts a reasonable upper bound on dupthresh to avoid too high to trigger a retransmission timeout. In addition, our algorithm includes a mechanism to exponentially reduce dupthresh when the retransmission timer expires. Our algorithm is engineered to avoid a certain portion of the false fast retransmissions so as to strike a balance between the avoidance of spurious retransmissions due to packet reordering and timely retransmissions of lost packets.

Compared to the previous work, our proposed algorithm is simple, implementation-friendly, and effective. It achieves a significant performance improvement, without the need of adding timers or maintaining complex data structures for storing the reordering information. It meets the design objective by achieving the performance improvement that is comparable to the best known algorithm so far, without paying substantial storage and computational costs.

The simulation results show that our method.
1. Significantly improves the protocol throughput significantly, as compared to methods proposed in [12];
2. substantially reduces the number of unnecessary retransmissions; and
3. achieves the performance comparable to those in [13] with less overheads.

There are several possible extensions to our work, some of which are listed below.
1. Revise the estimators for RTO and RTT to improve the stability of the dupthresh estimator;
2. devise an adaptive mechanism to dynamically estimate the values of all pre-defined constants used in our algorithm; and
3. implement and examine the performance of our proposed algorithm on the experimental testbeds.
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