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Abstract—In this paper, we study the angle coverage problem in visual sensor networks where all sensors are equipped with cameras. An object of interest moves around the network and the sensors near the object are responsible for capturing images of it. The angle coverage problem aims to identify a set of sensors that preserve all the angles of view of the object while fulfilling the image resolution requirement. The user is required to specify the minimum acceptable image resolution in the request. Only the images that fulfill the resolution requirement will be considered. In order to save transmission energy, the number of images to be sent should be minimized. We develop a distributed algorithm to identify the minimum set of sensors such that all these images cover the maximum angle of view of the target. Our simulation results show that our protocol can achieve significant reduction in transmission load while preserving the widest angle of view.

I. INTRODUCTION

Wireless sensor networks have become an emerging technology for surveillance, disaster management, habitat monitoring, etc [1], [2], [3]. A sensor is a very small device and it is powered by battery which is unlikely to be rechargeable. This limitation in energy puts extra constraints in the operation of a sensor. Message transmission has been shown to be the major source of energy dissipation in sensor networks [1]. In order to prolong the system lifetime, we should keep the transmission load as small as possible.

One fundamental issue in sensor networks is the coverage problem, which reflects how well a target or an area is monitored or tracked by sensors. In traditional target or area coverage problem, a set of sensors is identified such that each given region or target is covered by at least \( k \) sensors, where \( k \) is a predefined value. In [6], the authors study the problem of detecting and eliminating redundancy in a sensor network while preserving the network’s coverage and a distributed algorithm has been developed to solve the problem. Wang et al. [7] proposed a protocol that dynamically configures the network in order to provide different coverage degrees requested by the application while maintaining connectivity. Gupta et al. [8] have designed techniques to exploit the redundancy in the sensor network by selecting a small subset of sensor, called connected sensor cover, that is sufficient to process a given query.

Ref [9] also studies the coverage problem but specifically in video-based sensor networks. In traditional wireless sensor networks, the sensor nodes collect information about different phenomena (e.g. temperature, humidity, light intensity, etc) around them, from the area determined by the sensing range of the sensor. However, video cameras have the unique feature of capturing images of objects that are not necessarily in the camera’s vicinity. The objects covered by the camera can be distant from the camera. In video-based sensor networks, the sensing range of sensor nodes is replaced with camera’s field.
of view. In this work, the authors considered the situation when all the camera nodes are mounted on a plane and they are directed towards the service plane. They showed that because of the unique way that camera capture data, the algorithm does not give expected results in terms of coverage preservation of monitored areas.

All of works mentioned above consider the area coverage problem in the sensor networks, they aim at preserving the coverage of the monitored areas. In a visual sensor network, it is not common that all the cameras monitor the area in one plane as the case in [9]. Usually, the sensors are distributed randomly in the network with arbitrary orientations. In this paper, we consider the problem of angle coverage instead of area coverage in sensor networks. In a tracking system, the object of interest moves around the network and the sensors around it are responsible to capture the images of it. The nodes may capture the object from different directions. Suppose the object of interest is an elephant, we would like to have a round view of it, not only observing the head or the tail. We aim at preserving all the angles of view captured by the sensors. An extended version of this paper is given in [10].

III. NETWORK MODEL

We consider a sensor network where all sensor nodes are camera-equipped and are identical in terms of intrinsic parameters such as FOV. Due to size limitation, the cameras do not have the capability of pan, tilt and zoom and they are static. All sensor nodes are randomly distributed with arbitrary orientations. Each camera node is able to know its physical location by means of GPS [11] or a localization algorithm [12]. Additionally, image-based localization algorithms such as [13], [14] enable a sensor node to know its physical location and camera orientation as well. In our setting, we assume that each camera node knows its physical location and orientation. The sensors that lie within the transmission range of sensor $i$ would be the neighbors of $i$, they can communicate to each other.

A. Image Capture

The object of interest moves around the network and the main task of the sensor is to track the object of interest by taking images of it. We assume that all camera nodes possess the capability of object recognition [15], [16], they can recognize whether the object of interest is on the images or not. The images captured are kept in the local memory of the sensors and they will be sent to the sink when necessary.

B. Relationship Between Image Resolution And Node Distance

For simplicity, the object of interest is approximated with a cylindrical shape with radius $R_0$ as illustrated in Figure 1. Let $2\alpha$ be the FOV of the camera node, $2\beta$ be the captured angle and $R_1$ be the distance between the camera node and the center of the object of interest.

Suppose the raw image size of the camera node is $512 \times 512$. As the case in Figure 1(a), the full view of the captured image is occupied by the object of interest and $2y$ meters long visual data are projected onto 512 pixels horizontally. We may say that the image resolution is $\frac{512}{2y}$ pixels per meter. As the camera node is farther away from the target, $x$ increases and thus $y$ increases. As $y$ increases, the image contains more visual data of the object of interest. In other words, for the same amount of visual data, they are represented by fewer number of pixels as the camera node is farther away and hence the resolution decreases. This shows that image resolution and node distance are inversely proportion to each other.

\begin{equation}
\tan(\beta) = \frac{y}{R_1 - x} = \frac{y}{\sqrt{R_0^2 - y^2}}
\end{equation}

According to Equation 1, $\beta$ increases as $y$ increases. Since $y$ is directly proportional to node distance and FOV, we can deduce that under the same FOV, the longer the node distance, the larger the captured range. Similarly, under the same node distance, the larger the FOV, the larger the captured range. As illustrated in Figure 1, the largest captured angle would be $180^\circ$. If this is the case, 2 images would be enough to give a round view of the target. However, it is not desirable as the side view of the object of interest cannot be seen clearly.

Intuitively, larger $\beta$ would facilitate the system to require fewer images to cover $360^\circ$ and less energy would be needed. It implies that we should select images which are taken farther away from the object or by a camera with larger FOV. However, the resolution will be reduced if the node distance is increased. Consequently, there is a tradeoff between resolution and number of images needed.

C. Angle Coverage

In the tracking system, all the sensors around the target will capture images of it from different directions. Ideally, we would like to view the target in all directions, i.e. $360^\circ$ angle
coverage. A trivial way to preserve all the angles of view is to gather all the images. However, in visual sensor networks, the camera nodes are close to each other and thus the images captured are highly correlated. Sending all the images to the sink will be a waste of energy.

Referring to the network in Figure 2 where the object of interest is represented by a shaded circle, the white nodes {A, B, C, ..., O, P} are the sensors that will capture images of the object. An image is said to be redundant if its removal does not affect the angle coverage. Both {M, D, I, O} and {D, I, O} are able to give a 360° coverage, the image of node M is redundant as the elimination of it does not affect the angle coverage. In order to reduce the transmission load, redundant images should be eliminated.

A. Candidate Identification

As illustrated in Section III-B, given the node distance (R_1), FOV (2α), and object radius (R_o), we can approximate the image resolution by \( \frac{512}{2^\beta} \) pixels per meter if the image size is 512 × 512. All the sensor nodes are capable of calculating its approximate image resolution. Upon receiving a request, the sensor can determine whether it is a candidate or not by comparing the resolution requirement \( \kappa \) with its own approximated image resolution. If the approximated resolution is higher or equal to \( \kappa \), the sensor can proceed to the Image Selection phase.

B. Image Selection

After the Candidate Identification process, all the images with resolution lower than the requested value are eliminated. However, there are still many redundant images. In order to minimize the transmission load, only the sensors belong to the minimum subset of sensors which preserve the angle coverage will send their images to back to the user.

As illustrated in Section III-B, the angle of view covered by a node (2\( \beta \)) can be calculated using \( R_1 \), \( R_o \) and \( 2\alpha \). Since every node knows its orientation, a node can specify the angle of view as \([\sigma, \sigma + 2\beta]\). For example, we can set East as 0° and an image that spans from East to Southeast would be [0°, 45°]. When \([\sigma, \sigma + 2\beta]\) is found, each node should broadcast this information to its neighbors.

Before we get into the details of how a node determines whether its image is requested based on the information collected from neighbors, we first formally define the problem and present a centralized mechanism.

1) Problem Definition: Given a set of sensors \( S \), let the angle of view covered by sensor node \( i \in S \) be \([s_i, t_i]\). If \( s_i > t_i \), it means the image spans across 0°. A set \( V \subseteq S \) is a cover if for each angle \( \gamma \in [0°, 360°) \), there exists a sensor \( i \in V \) such that \( \gamma \in [s_i, t_i] \). A cover \( C \) is a minimum cover if it is smallest in size among all covers. That is, \(|C| \leq |V|\) for every cover \( V \).

Refer to the example in Figure 3, both \{1, 4, 7\} and \{2, 3, 5, 6\} are covers while \{1, 4, 7\} is also a minimum cover. Minimum cover is not necessarily unique. In the example, \{1, 3, 7\} is also a minimum cover. Due to the randomness of sensor distribution, it is possible that there are not enough sensors to cover 360°. We aim at finding the set of sensors with smallest size which preserves all the captured range. Refer to the example in Figure 3, if sensors 6 and 7 are removed, \{1, 4, 5\} or \{1, 3, 5\} or \{2, 3, 5\} are a minimum set of sensors that retain all the captured ranges.

To tackle the problem, we first explain the solution in the case where there is no image spanning across 0°. Intuitively, to reduce the number of ranges needed, we should try to select the range that covers as much view that has yet been covered as possible. Suppose that the images selected cover \([0°, \text{current\_angle}]\). The next range to be included should start before \text{current\_angle} and end as far as possible. Then,
the view that is remained uncovered will be minimized. The pseudocode of the algorithm is as follows:

```
FIND_MIN_COVER(C, S)
1: C ← ∅
2: find j where t_j ≥ t_i ∀ i ∈ S
3: max_angle ← t_j
4: current_angle ← 0
5: while (current_angle < 360)
6: {  
7:   D = {i | current_angle ∈ [s_i, t_i]}
8:   if (D = ∅) {  
9:     if (current_angle == max_angle) {  
10:       Return
11:   }
12:   } else {  
13:     find k where
14:     0 < s_k - current_angle ≤ s_i - current_angle
15:     ∀ i ∈ S - C
16:     current_angle ← s_k
17:   }
18: } else {  
19:   find j where t_j ≥ t_i ∀ i ∈ D
20:   C ← C ∪ {j}
21:   current_angle ← t_j
22: }
```

Lemma 1: Algorithm FIND_MIN_COVER is correct.

Proof: To prove the lemma, we have to argue that Algorithm FIND_MIN_COVER finds a minimum cover if it exists or finds a minimum set of sensors that preserves all the angles of view.

Suppose that for a certain S, there exists a minimum cover or minimum set C' of size k'. The angles of view of those sensors are [s_1, t_1], [s_2, t_2], ..., [s_k', t_k'], where t_i < t_{i+1} for 1 ≤ i < k'. We further assume C returned by the algorithm is of size k ≥ k' and the angles of view of those in C are [s_1, t_1], [s_2, t_2], ..., [s_k, t_k], where t_i < t_{i+1} for 1 ≤ i < k. Note that s_1 = s_i = 0 and t_k' = t_k = max_angle. From Line 2, max_angle is the maximum ending angle among all the sensors. If C' is a minimum cover, max_angle = 360°. If we can show that t_i ≤ t_i for 1 ≤ i ≤ k', we prove k = k' and complete the proof.

According to the algorithm, among those angles of view that start from 0, t_1 should be the largest ending angle. That is, τ_1 ≤ t_1. By Mathematical Induction, we can show that τ_i ≤ t_i for 1 ≤ i ≤ k' as follows:

If C' is a minimum cover, s_i ≤ τ_i ∀ i. That is, we can assume s_i ≤ τ_i−1 ≤ t_i. There are two cases:

- Case 1: τ_i ≤ t_i−1
  It is obvious that τ_i ≤ t_i.

- Case 2: τ_i > t_i−1
  After setting current_angle to t_i−1 in Line 20 of the algorithm, sensor of range [s_i, τ_i] is a candidate in D since the range covers t_i−1. Among all the candidates, the largest ending angle is selected to be included in C. Hence, τ_i ≤ t_i.

If C' cannot cover 360°, there is a gap between the capture ranges. We assume that τ_i−1 ≤ t_i−1. There are two cases:

- Case 1: s_i > τ_i−1
  As illustrated in Figure 4, there is a gap between the capture ranges. It is impossible that τ_i−1 > τ_i−1 and thus τ_i−1 = t_i−1. And s_i is the nearest angle that should be included, τ_i = s_i. Since the largest ending angle is selected to be included in C, τ_i ≤ t_i.

- Case 2: s_i ≤ τ_i−1
  Same as the proof when C' is a minimum cover.

Algorithm FIND_MIN_COVER works when we can define a starting current_angle in Line 4. It may not be appropriate for us to set the current_angle to 0 if there is an image spanning across 0°. For example, in Figure 5, the capture ranges of sensors 1 and 2 span across 0°. If current_angle is set to be 0, Node 2 is the starting node. And Node 3 will be the next sensor. Eventually, a cover {2, 3, 5, 7, 8, 1} will be identified but this is not a minimum cover since Node 2 is redundant.
To solve the problem, we first determine whether there is any angle of view that is covered by one sensor, say \( i \), only. If this is the case, \( C \) must contain \( i \) and the current angle in line 4 is set to be \( t_i \). We only have to find a minimum cover starting from angle \( t_i \) and wrap around to angle \( s_i \). Referring to the example in Figure 5, Nodes 1, 3, 5, 7 and 8 must be selected. Suppose Node 1 is chosen to be the starting node, current angle is set to be \( t_1 \). According to the pseudocode, Node 3 will be the next sensor. Eventually, the minimum cover \( \{1, 3, 5, 7, 8\} \) will be identified.

If every angle is covered by more than one sensor, we identify the sensors that cover a certain angle, say \( 0^\circ \). For each sensor \( i \) that covers \( 0^\circ \), the minimum cover from \([t_i, s_i]\) is found. The smallest minimum cover is then selected.

2) Distributed Algorithm: Algorithm FIND_MIN_COVER is a centralized algorithm and is not suitable in sensor networks since sensors only have limited memory and cannot keep global information. It is necessary for us to develop a distributed version of FIND_MIN_COVER. In the distributed algorithm, each sensor needs to obtain the angles of view of their neighbors only. That is, if the angle of view covered by sensor \( i \) is \([s_i, t_i]\), \( i \) knows the angle of view of neighbor \( j \) if \( s_i \leq s_j \leq t_i \) or \( s_i \leq t_j \leq t_i \). Referring to the example in Figure 3, Sensor 1 knows the angles of view of neighbors 2, 3, and 4. Referring to the example in Figure 2, you may wonder if \( I \) and \( O \) are neighbors as there are overlappings in their captured ranges. However, this would not be the case. Since there are limitations in camera sensing range and resolution, only the nodes near to the object of interest will be considered and their captured ranges will be small. The capture ranges of \( I \) and \( O \) are nearly 120\(^\circ\), this is so large that the image resolution would be very low and thus these two nodes will be eliminated in the Candidate Identification process.

We first describe how a node knows whether it is in a minimum cover. As mentioned earlier, sensor node \( k \) must be in a minimum cover if it covers an angle that is not covered by others. We refer such a node as default member. After getting the angles of view from neighbors, \( k \) determines whether it is a default member. If so, it announces to its neighbor that it is selected and then starts to identify the next sensor. According to the algorithm, if a sensor \( k \) is selected, current angle will be set to \( t_k \). The next sensor to be included in \( C \) must be a sensor in \( D \) in line 7. \( D \) is the set of neighbors \( j \) of \( k \) where \( s_j \leq t_k \leq t_j \). \( k \) can identify \( D \) with its local neighborhood information. Therefore, \( k \) can identify the next sensor, say \( i \), to be included in \( C \). \( k \) then informs \( i \) and \( i \) can find the next sensor accordingly.

C. Example

We now illustrate the whole process using the example in Figure 6. After getting neighborhood information, each node checks whether it is a default member. In this example, Node 1 is a default member. Then, Node 1 informs its neighbors, 2, 3, 8, and 9, that it is selected. It also finds the next sensor to be included in the minimum cover. It should be noted that the searching procedure can be done in either clockwise or anticlockwise direction, but not both. Suppose the clockwise direction is adopted in this example, and thus Node 1 selects Node 3. Node 1 sends a message to Node 3 informing that it is selected. Node 3 then finds the next sensor, which is Node 5. After being informed by Node 3, Node 5 selects 6. Similarly, Node 6 selects Sensor 9. When Node 9 knows that it is selected and realizes that it has a neighbor (Node 1) already selected, it stops the search. Finally, a minimum cover \( \{1, 3, 5, 6, 9\} \) is identified. Although no sensor knows the whole minimum cover, each of them knows whether it is in the cover or not and can send its image accordingly.

It is also worth noting that the mechanism works if there are more than one default members. All of them will start searching for the next sensor. Once a selected node detects that it has a neighbor already selected, it stops the search. It is possible that there is no default member. If this is the case, those sensors with the smallest starting angle can try to invoke the process, after they do not hear anything after some time. To reduce overhead, we can restrict only one of them start the searching. Nevertheless, the cover found may not be minimum.

Fig. 6. Illustration of Distributed Version

Fig. 7. Example of minimum set

When the sensors cannot cover 360\(^\circ\), the sensors at the boundary can identify that. For example, refer to Figure 7, both Node 6 and Node 7 know that there is a gap of angle coverage since they both do not have a neighbor in the anticlockwise direction. In this case, the node which has a larger ending angle should start the search. If there is no default member, the
search will end at a sensor that is at the other end (Sensor 4 or 5 in Figure 7). If there is a default member (Node 1 in Figure 7), the default member can pick up the search when it receives the message if it has not started its own search process. In our example, minimum set \( \{1, 3, 5, 7\} \) is identified.

It is not difficult to see that the message overhead is very small. After knowing neighborhood information, the only messages passing around would be for selected sensors to be included in the minimum cover. On the other hand, the proof of correctness still applies in the distributed scenario. That is, our distributed algorithm is able to find the minimum cover if one exists.

V. SIMULATION

In this section, we present the simulation results of our protocol. We would like to study the relationship between the size of minimum cover, image resolution and FOV. The simulation results are generated using MATLAB. The whole network area is divided into 20 \( \times \) 20 grids, and the width of each grid is representing one unit distance. There is at most one camera node in each grid and the probability that a grid has a sensor depends on the density and is generated randomly. In our simulation, the probability is set to be 0.8. The orientations of all camera nodes are assigned randomly and the size of the raw images captured by each camera is 512 \( \times \) 512. We assume that the object of interest is in cylindrical shape with radius \( R_o = 5 \) units and it is located at \((10, 10)\).

Any nodes with node distance less than or equal to 8 units are the sensors that will be able to capture images of the object of interest. 30 topologies are generated and each topology is simulated with 7 different requested image resolutions and 3 different FOVs. Each point in the following simulation results is the average value of 30 topologies. In our simulations, the image resolution \( \kappa \) is defined as the number of pixels required to represent one unit distance in the image.

![Fig. 8. \( R_o = 5 \) units, max. node distance = 8 units](image1)

Figure 8 shows the relationship between the requested image resolution and the number of candidates involved (number of sensors remaining after the first phase of our protocol in Section IV-A). It can be observed that the number of candidates declines as the resolution requirement increases. Additionally, when the FOV is larger, there would be fewer candidates. It is because when the FOV is larger, sensor has to be closer to the object in order to obtain a high resolution image. In figure 9, it can be observed that the angle coverage is getting poorer when the FOV is larger or the image resolution requirement is higher. Under a particular resolution level, larger FOV would have fewer candidates. Similarly, if we require a higher resolution, there will be fewer candidates and thus more difficult to cover 360\(^\circ\).

![Fig. 9. \( R_o = 5 \) units, max. node distance = 8 units](image2)

Figure 10 shows the number of selected images under different \( \kappa \) and different FOV. Since the candidate set of a higher \( \kappa \) is a subset of the candidate set of a lower \( \kappa \), it is expected that the size of minimum cover should increase with \( \kappa \). We observe this trend when FOV = 20\(^\circ\). The reason why this is not the case when FOV = 30\(^\circ\) and FOV = 40\(^\circ\) is...
because a cover cannot be formed when $\kappa$ is relatively large. It can be observed that there is a decreasing trend when the angle coverage is less than $340^\circ$. As the images are covering a narrower view, fewer images will be needed. The drop can be regarded as an indication of a threshold value of the requested image resolution with satisfactory angle coverage.

VI. CONCLUSION

In this paper, the problem of angle coverage in visual sensor network is studied. We aim at maximizing angle coverage of the object of interest with minimum number of images to be sent. We develop a distributed algorithm with small overhead to obtain the minimum cover while fulfilling the image resolution requirement. The algorithm was analyzed through extensive simulations, and it can find the minimum cover set effectively. Depending on different settings, we may find the image resolution threshold value. The user should request for images with resolution lower than the threshold value in order to obtain a satisfactory angle coverage.
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