Probabilistic Tensor Canonical Polyadic Decomposition With Orthogonal Factors
Lei Cheng, Yik-Chung Wu and H. Vincent Poor

Abstract—Tensor canonical polyadic decomposition (CPD), which recovers the latent factor matrices from multidimensional data, is an important tool in signal processing. In many applications, some of the factor matrices are known to have orthogonality structure, and this information can be exploited to improve the accuracy of latent factors recovery. However, existing methods for CPD with orthogonal factors all require the knowledge of tensor rank, which is difficult to acquire, and have no mechanism to handle outliers in measurements. To overcome these disadvantages, in this paper, a novel tensor CPD algorithm based on the probabilistic inference framework is devised. In particular, the problem of tensor CPD with orthogonal factors is interpreted using a probabilistic model, based on which an inference algorithm is proposed that alternatively estimates the factor matrices, recovers the tensor rank and mitigates the outliers. Simulation results using synthetic data and real-world applications are presented to illustrate the excellent performance of the proposed algorithm in terms of accuracy and robustness.
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I. INTRODUCTION

Many problems in signal processing, such as independent component analysis (ICA) with matrix-based models [1]–[4], blind signal estimation in wireless communications [5]–[9], localization in array signal processing [10], [11], and linear image coding [12], [13], eventually reduce to the issue of localization in array signal processing [10], [11], and linear image coding [12], [13], eventually reduce to the issue of tensor CPD with orthogonal factors all require the knowledge of tensor rank, which is difficult to acquire, and have no mechanism to handle outliers in measurements. To overcome these disadvantages, in this paper, a novel tensor CPD algorithm based on the probabilistic inference framework is devised. In particular, the problem of tensor CPD with orthogonal factors is interpreted using a probabilistic model, based on which an inference algorithm is proposed that alternatively estimates the factor matrices, recovers the tensor rank and mitigates the outliers. Simulation results using synthetic data and real-world applications are presented to illustrate the excellent performance of the proposed algorithm in terms of accuracy and robustness.

To find the factor matrices in CPD, a common approach is to solve min\(\{A^{(n)}\}_{n=1}^{N} \parallel X - [A^{(1)}, A^{(2)}, \ldots, A^{(N)}] \parallel_2^2\). Unfortunately, it can be seen from (1) that all the factor matrices are nonlinearly coupled, and thus a closed-form solution does not exist. Consequently, the most popular solution is the alternating least squares (ALS) method, which iteratively optimizes one factor matrix at a time while holding the other factor matrices fixed [14], [15]. However, the ALS method does not take into account the potential orthogonality structure in the factor matrices, which can be found in a variety of applications. For example, the zero-mean uncorrelated signals in wireless communications [5]–[9], the prewhitening procedure in ICA [1], [4], and the basis matrices in linear image coding [12], [13], all give rise to orthogonal factors in the tensor model. Interestingly, the uniqueness of tensor CPD incorporating orthogonal factors is guaranteed under an even milder condition than the case without orthogonal factors. Pioneering work [17] formally established this fact, and extended the conventional methods to account for the orthogonality structure, among which the orthogonality constrained ALS (OALS) algorithm1 shows remarkable efficiency in terms of accuracy and complexity.

However, there are at least two major challenges the algorithms in [17] (including the OALS) face in practical applications. Firstly, these algorithms are least-squares based, and thus lack robustness to outliers in measurements, such as ubiquitous impulsive noise in sensor arrays or networks [18], [19], and salt-and-pepper noise in images [20]. Secondly, knowledge of tensor rank is a prerequisite to implement these algorithms. Unfortunately, tensor rank acquisition from tensor data is known to be NP-hard [14]. Even though for applications in wireless communications, where the tensor rank can be assumed to be known as it is related to the number of users or sensors, existing decomposition algorithms are still susceptible to degradation caused by network dynamics, e.g., users joining and leaving the network, sudden sensor failures, etc.

In order to overcome the disadvantages presented in existing methods, we devise a novel algorithm for complex-valued tensor CPD with orthogonal factors based on the probabilistic inference framework. Probabilistic inference is well-known for providing an alternative formulation to principal component analysis (PCA) [22]. With the inception of probabilistic PCA, not only is the conventional singular

1 It was called the “first kind of ALS algorithm for tensor CPD with orthogonal factors (ALSI-CPO)” in [17]. For brevity of discussion, we just call it the OALS algorithm in this paper.
value decomposition (SVD) linked to statistical inference over a probabilistic model, advances in Bayesian statistics and machine learning can also be incorporated to achieve automatic relevance determination [23] and outlier removal [24]. Although the probabilistic approach is well established in matrix decomposition, extension to the tensor counterpart faces its unique challenges, since all the factor matrices are nonlinearly coupled via multiple Khatri-Rao products [14].

In this paper, we propose a probabilistic CPD algorithm for complex-valued tensor with some of the factors being orthogonal, under unknown tensor rank and in the presence of outliers in the observations. In particular, the tensor CPD problem is reformulated as an inference problem over a probabilistic model, wherein the uniform distribution over the Stiefel manifold is leveraged to encode the orthogonality structure. Since the complicatedly coupled factor matrices in the probabilistic model lead to analytically intractable integrations in exact Bayesian inference, variational inference is exploited to give an alternative solution. This results in an efficient algorithm that alternatively estimates the factor matrices, recovers the tensor rank and mitigates the outliers. Interestingly, the OALS in [17] can be interpreted as a special case of the proposed algorithm.

The remainder of this paper is organized as follows. Section II presents the motivating examples and the problem formulation. In Section III, the CPD problem is interpreted using probability density functions, and the corresponding probabilistic model is established. In Section IV, based on variational inference framework, a robust algorithm for tensor CPD with orthogonal factors is derived, and its relationship to the OALS algorithm is revealed. Simulation results using synthetic data and real-world applications are reported in Section V. Finally, conclusions are drawn in Section VI.

Notation: Boldface lowercase and uppercase letters will be used for vectors and matrices, respectively. Tensors are written as calligraphic letters. $\mathbb{E}[\cdot]$ denotes the expectation of its argument and $j \triangleq \sqrt{-1}$. Superscripts $T$, $*$ and $H$ denote transpose, conjugate and Hermitian respectively. $\delta(\cdot)$ denotes the Dirac delta function. The operator $\text{Tr}(A)$ denotes the trace of a matrix $A$ and $\| \cdot \|_F$ represents the Frobenius norm of the argument. The symbol $\propto$ represents a linear scalar relationship between two real-valued functions. $\mathcal{CN}(\mathbf{u}, \mathbf{R})$ stands for the probability density function of a circularly-symmetric complex Gaussian vector $\mathbf{x}$ with mean $\mathbf{u}$ and covariance matrix $\mathbf{R}$. $\mathcal{CMN}(\mathbf{X}|\mathbf{M}, \Sigma_T, \Sigma_c)$ denotes the complex-valued matrix normal probability density function $p(\mathbf{X}) \propto \exp\{-\text{Tr}(\Sigma_T^{-1}(\mathbf{X} - \mathbf{M})^H \Sigma_c^{-1}(\mathbf{X} - \mathbf{M}))\}$, and $\mathcal{VMF}(\mathbf{X}|\mathbf{F})$ stands for the complex-valued von Mises-Fisher matrix probability density function $p(\mathbf{X}) \propto \exp\{-\text{Tr}(\mathbf{F} \mathbf{X}^H + \mathbf{X} \mathbf{F}^H)\}$. The $N \times N$ diagonal matrix with diagonal components $a_1$ through $a_N$ is represented as $\text{diag}\{a_1, a_2, ..., a_N\}$, while $1_M$ represents the $M \times M$ identity matrix. The $(i,j)^{th}$ element and the $j^{th}$ column of a matrix $\mathbf{A}$ is represented by $A_{i,j}$ and $\mathbf{A}_{\cdot,j}$, respectively.

II. MOTIVATING EXAMPLES AND PROBLEM FORMULATION

Tensor CPD with orthogonal factors has been widely exploited in various signal processing applications [1]-[13]. In this section, we briefly mention two motivating examples, and then we give the general problem formulation.

A. Motivating Example 1: Blind Receiver Design for DS-CDMA Systems

In a direct-sequence code division multiple access (DS-CDMA) system, the transmitted signal $s_r(k)$ from the $r^{th}$ user at the $k^{th}$ symbol period is multiplied by a spreading sequence $[c_{1r}, c_{2r}, \ldots, c_{Zr}]$ where $c_{zr}$ is the $z^{th}$ chip of the applied spreading code. Assuming $R$ users transmit their signals simultaneously to a base station (BS) equipped with $M$ receive antennas, the received data is given by

$$y_{mz}(k) = \sum_{r=1}^{R} h_{mr} c_{zr} s_r(k) + w_{mz}(k),$$

$$1 \leq m \leq M, \quad 1 \leq z \leq Z,$$

(2)

where $h_{mr}$ denotes the flat fading channel between the $r^{th}$ user and the $m^{th}$ receive antenna at the base station, and $w_{mz}(k)$ denotes white Gaussian noise. By introducing $\mathbf{H} \in \mathbb{C}^{M \times R}$ with its $(m, r)^{th}$ element being $h_{mr}$, and $\mathbf{C} \in \mathbb{C}^{Z \times R}$ with its $(z, r)^{th}$ element being $c_{zr}$, the model (2) can be written in matrix form as $\mathbf{Y}(k) = \sum_{r=1}^{R} \mathbf{H}_{r} \circ \mathbf{C}_{zr} s_r(k) + \mathbf{W}(k)$, where $\mathbf{Y}(k), \mathbf{W}(k) \in \mathbb{C}^{M \times Z}$ are matrices with their $(m, z)^{th}$ elements being $y_{mz}(k)$ and $w_{mz}(k)$, respectively. After collecting $T$ samples along the time dimension and defining $\mathbf{S} \in \mathbb{C}^{T \times R}$ with its $(k, r)^{th}$ element being $s_r(k)$, the system model can be further written in tensor form as [5]

$$\mathbf{Y} = \sum_{r=1}^{R} \mathbf{H}_{r} \circ \mathbf{C}_{zr} \circ \mathbf{s}_{r} + \mathbf{W}$$

$$= [\mathbf{H}, \mathbf{C}, \mathbf{S}] + \mathbf{W}$$

(3)

where $\mathbf{Y} \in \mathbb{C}^{M \times Z \times T}$ and $\mathbf{W} \in \mathbb{C}^{M \times Z \times T}$ are third-order tensors, which take $y_{mz}(k)$ and $w_{mz}(k)$ as their $(m, z, k)^{th}$ elements, respectively.

It is shown in [5] that under certain mild conditions, the CPD of tensor $\mathbf{Y}$, which solves $\min_{\mathbf{H}, \mathbf{C}, \mathbf{S}} \| \mathbf{Y} - [\mathbf{H}, \mathbf{C}, \mathbf{S}] \|_F^2$, can blindly recover the transmitted signals $\mathbf{S}$. Furthermore, since the transmitted signals are usually uncorrelated and with zero mean, the orthogonality structure of $\mathbf{S}$ can further be taken into account to give better performance for blind signal recovery [9]. Similar models can also be found in blind data detection for cooperative communication systems [6]-[7], and in topology learning for wireless sensor networks (WSNs) [8].

B. Motivating Example 2: Linear Image Coding for a Collection of Images

Given a collection of images representing a class of objects, linear image coding extracts the commonalities of these images, which is important in image compression and recognition

2Strictly speaking, $\mathbf{S}$ is only approximately orthogonal. But the approximation gets better and better when observation length $T$ increases.
The $k^{th}$ image of size $M \times Z$ naturally corresponds to a matrix $B(k)$ with its $(m, z)^{th}$ element being the image’s intensity at that position. Linear image coding seeks the orthogonal basis matrices $U \in \mathbb{C}^{M \times N}$ and $V \in \mathbb{C}^{Z \times R}$ that capture the directions of the largest $R$ variances in the image data, and this problem can be written as [12], [13]

$$\min_{U,V} \sum_{k=1}^{K} \left\| (B(k) - U \text{diag}(d_1(k), ..., d_R(k))) V^T \right\|_F^2$$

s.t. $U^H U = I_R$, $V^H V = I_R$. \hfill (4)

Obviously, if there is only one image (i.e., $K = 1$), problem (4) is equivalent to the well-studied SVD problem. Notice that the expression inside the Frobenius norm in (4) can be written as $B(k) - \sum_{r=1}^{R} U_{:,r} \circ V_{:,r} d_r(k)$. Further introducing the matrix $D$ with its $(k, r)^{th}$ element being $d_r(k)$, it is easy to see that problem (4) can be rewritten in tensor form as

$$\min_{U,V,D} \left\| B - \sum_{r=1}^{R} U_{:,r} \circ V_{:,r} \circ D_{:,r} \right\|_F^2$$

s.t. $U^H U = I_R$, $V^H V = I_R$, \hfill (5)

where $B \in \mathbb{C}^{M \times Z \times K}$ is a third-order tensor with $B(k)$ as its $k^{th}$ slice. Therefore, linear image coding for a collection of images is equivalent to solving a tensor CPD with two orthonormal factor matrices.

C. Problem Formulation

From the two motivating examples above, we take a step further and consider a generalized problem in which the observed data tensor $Y \in \mathbb{C}^{I_1 \times I_2 \times \ldots \times I_N}$ obeys the following model:

$$Y = \left[ \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(N)} \right] + \mathcal{W} + \mathcal{E}$$

where $\mathcal{W}$ represents an additive noise tensor with each element $w_{i_1,i_2,\ldots,i_N} \sim \mathcal{CN}(w_{i_1,i_2,\ldots,i_N};0,\beta^{-1})$ and with correlation $\mathbb{E}(w_{i_1,i_2,\ldots,i_N}w_{r_1,r_2,\ldots,r_N}) = \beta^{-1} \prod_{n=1}^{N} \delta(r_n - i_n)$; $\mathcal{E}$ denotes potential outliers in measurements with each element $E_{i_1,i_2,\ldots,i_N}$ taking an unknown value if an outlier emerges, and otherwise taking the value zero. Since the number of orthogonal factor matrices could be known a priori in specific application, it is assumed that $\{\mathbf{A}^{(n)}\}_{n=1}^{P}$ are known to be orthogonal where $P < N$, while the remaining factor matrices are unconstrained.

Due to the orthogonality structure of the first $P$ factor matrices $\{\mathbf{A}^{(n)}\}_{n=1}^{P}$, they can be written as $\mathbf{A}^{(n)} = U^{(n)} \mathbf{A}^{(n)}$ where $U^{(n)}$ is an orthonormal matrix and $\mathbf{A}^{(n)}$ is a diagonal matrix. Putting $\mathbf{A}^{(n)} = U^{(n)} \mathbf{A}^{(n)}$ for $1 \leq n \leq P$ into the definition of the tensor CPD in (1), it is easy to show that

$$\left[ \mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(N)} \right] = \left[ \mathbf{E}^{(1)}, \mathbf{E}^{(2)}, \ldots, \mathbf{E}^{(N)} \right]$$

with $\mathbf{E}^{(n)} = U^{(n)} \Pi$ for $1 \leq n \leq P$, $\mathbf{E}^{(n)} = \mathbf{A}^{(n)} \Pi$ for $P + 1 \leq n \leq N - 1$, and $\mathbf{E}^{(N)} = \mathbf{A}^{(N)} \mathbf{A}^{(1)} \mathbf{A}^{(2)} \cdots \mathbf{A}^{(P)} \Pi$, where $\Pi \in \mathbb{C}^{R \times R}$ is a permutation matrix. From (7), it can be seen that up to the scaling and permutation indeterminacy, the tensor CPD under orthogonal constraints is equivalent to that under orthonormal constraints. In general, the scaling and permutation ambiguity can be easily resolved using side information [5]. On the other hand, for those applications that seek the subspaces spanned by the factor matrices, such as linear image coding described in Section II.B, the scaling and permutation ambiguity can be ignored. Thus, without loss of generality, our goal is to estimate an $N$-tuple of factor matrices $(\mathbf{E}^{(1)}, \mathbf{E}^{(2)}, \ldots, \mathbf{E}^{(N)})$ with the first $P$ (where $P < N$) of them being orthonormal, based on the observation $Y$ and in the absence of the knowledge of noise power $\beta^{-1}$, outlier statistics and the tensor rank $R$. In particular, since we do not know the exact value of $R$, it is assumed that there are $L$ columns in each factor matrix $\mathbf{E}^{(n)}$, where $L$ is the maximum possible value of the tensor rank $R$. Thus, the problem to be solved can be stated as

$$\min_{\{\mathbf{E}^{(n)}\}_{n=1}^{N}} \beta \left\| Y - \left[ \mathbf{E}^{(1)}, \mathbf{E}^{(2)}, \ldots, \mathbf{E}^{(N)} \right] - \mathcal{E} \right\|_F^2$$

s.t. $\mathbf{E}^{(n)H} \mathbf{E}^{(n)} = I_L$, $n = 1, 2, \ldots, P$. \hfill (8)

where the regularization term $\sum_{l=1}^{L} \gamma_l (\sum_{n=1}^{N} \mathbf{E}^{(n)H} \mathbf{E}^{(n)})$ is added to control the complexity of the model and avoid overfitting of noise [21], since more columns (thus more degrees of freedom) in $\mathbf{E}^{(n)}$ than the true model are introduced, and $\{\gamma_l\}_{l=1}^{L}$ are regularization parameters trading off the relative importance of the square error term and the regularization term.

Existing algorithms [17] for tensor CPD with orthonormal factors cannot be used to solve problem (8), since they have no mechanism to handle outliers $\mathcal{E}$. Furthermore, the choice of regularization parameters plays an important role, since setting $\gamma_l$ too large results in excessive residual squared error, while setting $\gamma_l$ too small risks overfitting of noise. In general, determining the optimal regularization parameters (e.g., using cross-validation [27], or the L-curve [28]) requires exhaustive search, and thus is computationally demanding. To overcome these problems, we propose a novel algorithm based on the framework of probabilistic inference, which effectively mitigates the outliers $\mathcal{E}$ and automatically learns the regularization parameters.

III. PROBABILISTIC MODEL FOR TENSOR CPD WITH ORTHOGONAL FACTORS

Before solving problem (8), we interpret different terms in (8) as probability density functions, based on which a probabilistic model that encodes our knowledge of the observation and the unknowns can be established.

Firstly, since the elements of the additive noise $\mathcal{W}$ is white, zero-mean and circularly-symmetric complex Gaussian, the squared error term in problem (8) can be interpreted as the negative log of the likelihood given by [21]:

$$p\left( Y | \mathbf{E}^{(1)}, \mathbf{E}^{(2)}, \ldots, \mathbf{E}^{(N)}, \mathcal{E}, \beta \right) \propto \exp \left( -\beta \left\| Y - \left[ \mathbf{E}^{(1)}, \mathbf{E}^{(2)}, \ldots, \mathbf{E}^{(N)} \right] - \mathcal{E} \right\|_F^2 \right) . \hfill (9)$$
Secondly, the regularization term in problem (8) can be interpreted as arising from a circularly-symmetric complex Gaussian prior distribution over the columns of the factor matrices, i.e., $\prod_{n=1}^{N} \prod_{l=1}^{L} CN(\Xi_{(n)}^{(l)} | 0_{n \times 1}, \gamma_{l}^{-1} I_{l})$ [21]. Note that the columns of the factor matrices are independent of each other, and the $l^{th}$ columns in all factor matrices $(\Xi_{(n)})_{n=1}^{N}$ share the same variance $\gamma_{l}^{-1}$. This has the physical interpretation that if $\gamma_{l}$ is large, the $l^{th}$ columns in all $\Xi_{(n)}$'s will be effectively “switched off”. On the other hand, for the first $P$ factor matrices $(\Xi_{(n)})_{n=1}^{P}$, there are additional hard constraints in problem (8), which correspond to the Stiefel manifold $V_{L}(C^{n}) = \{ A \in C^{n \times L} : A^H A = I_{L} \}$ for $1 \leq n \leq P$. Since the orthonormal constraints result in $(\Xi_{(n)})^{H} \Xi_{(n)} = I_{L}$, the hard constraints would dominate the Gaussian distribution of the columns in $(\Xi_{(n)})_{n=1}^{P}$. Therefore, $(\Xi_{(n)})$ can be interpreted as being uniformly distributed over the Stiefel manifold $V_{L}(C^{n})$ for $1 \leq n \leq P$, and Gaussian distributed for $P + 1 \leq n \leq N$:

$$
p(\Xi^{(1)}, \Xi^{(2)}, \cdots, \Xi^{(P)}) \propto \prod_{n=1}^{P} \mathbb{I}_{V_{L}(C^{n})}(\Xi^{(n)}),
$$

$$
p(\Xi^{(P+1)}, \Xi^{(P+2)}, \cdots, \Xi^{(N)}) = \prod_{n=P+1}^{N} \prod_{l=1}^{L} CN(\Xi_{(n)}^{(l)} | 0_{n \times 1}, \gamma_{l}^{-1} I_{l}),
$$

where $\mathbb{I}_{V_{L}(C^{n})}(\Xi^{(n)})$ is an indicator function with $\mathbb{I}_{V_{L}(C^{n})}(\Xi^{(n)}) = 1$ when $(\Xi^{(n)}) \in V_{L}(C^{n})$, and otherwise $\mathbb{I}_{V_{L}(C^{n})}(\Xi^{(n)}) = 0$. For the parameters $\beta$ and $(\gamma_{l})_{l=1}^{L}$, which correspond to the inverse noise power and the variances of columns in the factor matrices, since we have no information about their distributions, non-informative a Jeffrey’s prior [27] is imposed on them, i.e., $p(\beta) \propto \beta^{1/2}$ and $p(\gamma_{l}) \propto \gamma_{l}^{-1}$ for $l = 1, \cdots, L$.

Finally, although the generative model for outliers $\mathcal{E}_{i_{1}, \cdots, i_{N}}$ is unknown, the rare occurrence of outliers motivates us to employ student’s $t$ distribution as its prior [27], i.e., $p(\mathcal{E}_{i_{1}, \cdots, i_{N}}) = \mathcal{T}(\mathcal{E}_{i_{1}, \cdots, i_{N}} | 0, c_{i_{1}, \cdots, i_{N}}, d_{i_{1}, \cdots, i_{N}})$. To facilitate the Bayesian inference procedure, student’s $t$ distribution can be equivalently represented as a Gaussian scale mixture as follows [34]:

$$
\mathcal{T}(\mathcal{E}_{i_{1}, \cdots, i_{N}} | 0, c_{i_{1}, \cdots, i_{N}}, d_{i_{1}, \cdots, i_{N}})
= \int CN(\mathcal{E}_{i_{1}, \cdots, i_{N}} | 0, \zeta_{i_{1}, \cdots, i_{N}}^{-1}) \times \text{Gamma}(\zeta_{i_{1}, \cdots, i_{N}} | c_{i_{1}, \cdots, i_{N}}, d_{i_{1}, \cdots, i_{N}}) \, d\zeta_{i_{1}, \cdots, i_{N}}.
$$

This means that student’s $t$ distribution can be obtained by mixing an infinite number of zero-mean circularly-symmetric complex Gaussian distributions where the mixing distribution on the precision $\zeta_{i_{1}, \cdots, i_{N}}$ is the gamma distribution with parameters $c_{i_{1}, \cdots, i_{N}}$ and $d_{i_{1}, \cdots, i_{N}}$. In addition, since the statistics of outliers such as means and correlations are generally unavailable in practice, we set the hyper-parameters $c_{i_{1}, \cdots, i_{N}}$ and $d_{i_{1}, \cdots, i_{N}}$ as $10^{-6}$ to produce a non-informative prior on $\mathcal{E}_{i_{1}, \cdots, i_{N}}$, and assume outliers are independent of each other:

$$
p(\mathcal{E})= \prod_{i_{1}=1}^{I_{1}} \cdots \prod_{i_{N}=1}^{I_{N}} \mathcal{T}(\mathcal{E}_{i_{1}, \cdots, i_{N}} | 0, c_{i_{1}, \cdots, i_{N}}, d_{i_{1}, \cdots, i_{N}} = 10^{-6}, d_{i_{1}, \cdots, i_{N}} = 10^{-6}).
$$

The complete probabilistic model is shown in Figure 1. Notice that the proposed probabilistic model in this paper is different from that of existing works on tensor decompositions [30]-[32]. In particular, existing tensor probabilistic models do not take orthogonality structure into account. Furthermore, existing tensor decompositions [30]-[32], [43]-[45] are designed for real-valued tensors only, and thus cannot process the complex-valued data arising in applications such as wireless communications [5]-[9] and functional magnetic resonance imaging [3].

IV. VARIATIONAL INFERENCE FOR TENSOR FACTORIZATION

Let $\Theta$ be a set containing the factor matrices $(\Xi_{(n)})_{n=1}^{N}$ and other variables $\mathcal{E}, \{\gamma_{l}\}_{l=1}^{L}, \{I_{1}, \cdots, I_{N}\}_{i_{1}=1}^{I_{1}}, \cdots, \{I_{1}, \cdots, I_{N}\}_{i_{N}=1}^{I_{N}}$. From the probabilistic model established above, the marginal probability density functions of the unknown factor matrices $(\Xi_{(n)})_{n=1}^{N}$ are given by

$$
p(\Xi_{(n)} | \mathcal{Y}) = \int \frac{p(\mathcal{Y}, \Theta | \Xi_{(n)})}{p(\mathcal{Y})} \, d\Theta \, \Xi_{(n)}, \quad n = 1, 2, \cdots, N,
$$

where

$$
p(\mathcal{Y}, \Theta | \Xi_{(n)}) \propto \prod_{n=1}^{P} \mathbb{I}_{V_{L}(C^{n})}(\Xi_{(n)}) \exp \left\{ \left( \sum_{n=1}^{N} I_{n} - 1 \right) \ln \beta \right\}
+ \left( \sum_{n=1}^{N} I_{n} + 1 \right) \sum_{l=1}^{L} \ln \gamma_{l} - \operatorname{Tr} \left( \Gamma \sum_{n=1}^{N} \Xi_{(n)}^{H} \Xi_{(n)} \right)
+ \sum_{i_{1}=1}^{I_{1}} \cdots \sum_{i_{N}=1}^{I_{N}} \left[ (c_{i_{1}, \cdots, i_{N}} - d_{i_{1}, \cdots, i_{N}}) \zeta_{i_{1}, \cdots, i_{N}} - 1 \right] \ln \zeta_{i_{1}, \cdots, i_{N}} - d_{i_{1}, \cdots, i_{N}} \zeta_{i_{1}, \cdots, i_{N}}.
$$

Figure 1: Probabilistic model for tensor CPD with orthogonal factors
\[ + \sum_{i_1=1}^{I_1} \cdots \sum_{i_N=1}^{I_N} \left( \ln \zeta_{i_1, \ldots, i_N} - \zeta_{i_1, \ldots, i_N} \mathbf{e}_{i_1, \ldots, i_N} \right) \]
\[ - \beta \| \mathcal{Y} - \left\{ \mathbf{E}^{(1)}, \mathbf{E}^{(2)}, \ldots, \mathbf{E}^{(N)} \right\} - \mathcal{E} \| F^2 \right\} \]

with \( \mathbf{\Gamma} = \text{diag}\{\gamma_1, \ldots, \gamma_R\} \).

Since the factor matrices and other variables are nonlinearly coupled in (14), the multiple integrations in (13) are analytically intractable, which prohibits exact Bayesian inference. To handle this problem, Monte Carlo statistical methods [25], [26], in which a large number of random samples are generated from the joint distributions and marginalization is approximated by operations on samples, can be explored. These Monte Carlo based approximations can approach the exact multiple integrations when the number of samples approaches infinity, which however is computationally demanding [27]. More recently, variational inference, in which another distribution that is close to the true posterior distribution in the Kullback-Leibler (KL) divergence sense is sought, has been exploited to give deterministic approximations to the intractable multiple integrations [29].

More specifically, in variational inference, a variational distribution with probability density function \( Q(\Theta) \) that is the closest among a given set of distributions to the true posterior distribution \( p(\Theta \mid \mathcal{Y}) = p(\Theta) p(\mathcal{Y}) / p(\mathcal{Y}) \) in the KL divergence sense is sought [29]:

\[
\text{KL}(Q(\Theta) \| p(\Theta \mid \mathcal{Y})) \triangleq \mathbb{E}_{Q(\Theta)} \left\{ \ln \frac{p(\Theta \mid \mathcal{Y})}{Q(\Theta)} \right\}. \quad (15)
\]

The KL divergence vanishes when \( Q(\Theta) = p(\Theta \mid \mathcal{Y}) \) if no constraint is imposed on \( Q(\Theta) \), which however leads us back to the original intractable posterior distribution. A common approach is to apply the mean field approximation, which assumes that the variational probability density takes a fully factorized form \( Q(\Theta) = \prod_k Q(\Theta_k), \Theta_k \in \Theta \). Furthermore, to facilitate the manipulation of hard constraints on the first \( P \) factor matrices, their variational densities are assumed to take a Dirac delta functional form \( Q(\mathbf{E}^{(k)}) = \delta(\mathbf{E}^{(k)} - \mathbf{E}^{(k)}) \) for \( k = 1, 2, \ldots, P \), where \( \mathbf{E}^{(k)} \) is a parameter to be derived.

Under these approximations, the probability density functions \( Q(\Theta_k) \) of the variational distribution can be analytically obtained via [29]

\[ Q(\mathbf{E}^{(k)}) = \delta(\mathbf{E}^{(k)} - \arg \max_{\mathbf{E}^{(k)}} \mathbb{E}_{\prod_{j \neq k} Q(\Theta_j)} \left\{ \ln p(\mathcal{Y}, \Theta) \right\}), \quad \delta(\mathbf{E}^{(k)}) \]
\[ k = 1, 2, \ldots, P, \quad (16) \]

and

\[ Q(\Theta_k) \propto \exp \left\{ \mathbb{E}_{\prod_{j \neq k} Q(\Theta_j)} \left\{ \ln p(\mathcal{Y}, \Theta) \right\} \right\}, \Theta_k \in \Theta \setminus \{\mathbf{E}^{(k)}\}^P \]
\[ k = 1, \ldots, P. \quad (17) \]

Obviously, these variational distributions are coupled in the sense that the computation of variational distribution of one parameter requires the knowledge of variational distributions of other parameters. Therefore, these variational distributions should be updated iteratively. In the following, explicit expression for each \( Q(\cdot) \) is derived.

\[ u^{(n)}[k] = a_i \quad \text{if} \quad k = a_i \]
\[ u^{(n)}[k] = 0 \quad \text{otherwise}. \quad (18) \]

**Figure 2:** Unfolding operation for a third-order tensor

**A. Derivation for** \( Q(\mathbf{E}^{(k)}), 1 \leq k \leq P \)

By substituting (14) into (16) and only keeping the terms relevant to \( Q(\mathbf{E}^{(k)}) (1 \leq k \leq P) \), we directly have

\[ Q(\mathbf{E}^{(k)}) = \arg \max_{\mathbf{E}^{(k)} \in V_L, (C^{L})_k} \mathbb{E}_{\prod_{j \neq k} Q(\Theta_j)} \left[ \ln p(\mathcal{Y}, \Theta) \right], \quad (16) \]

To expand the scope of the Frobenius norm inside the expectation in (18), we use the result that \( \| \mathbf{A} \|_F = \text{Tr} (\mathbf{A}^H \mathbf{A})^{1/2} \) [14], where the unfolding operation \( \{\mathbf{U}^{(k)}[\mathbf{A}]\}_{k=1,2,\ldots,N} \) on an \( N \times P \)-order tensor \( \mathbf{A} \in \mathbb{C}^{I_1 \times \cdots \times I_N} \) along its \( k \)-th mode is specified as \( \mathbf{U}^{(k)}[\mathbf{A}] = \sum_{n=1}^{I_k} \sum_{a_{i_1} \ldots a_{i_{k-1}} a_{i_k} a_{i_{k+1}} \ldots a_{i_N}} e^{(k)}_{i_k} \left[ \sum_{n=1, n \neq k}^{I_n} e^{(n)}_{i_n} \right]^2 \). In this expression, the elementary vector \( e^{(k)}_{i_k} \in \mathbb{R}^{I_k \times 1} \) is all zeroes except for a 1 at the \( i_k \)-th location, and the multiple Khatri-Rao products \( n=1, \ldots, P \) \( \mathbf{A}^{(k)} = \mathbf{A}^{(k)} \cdots \mathbf{A}^{(k)} \). For example, the unfolding operation for a third-order tensor is illustrated in Figure 2. After expanding the square of the Frobenius norm and taking expectations, the parameter \( \mathbf{E}^{(k)} \) for each variational density in \( \{Q(\mathbf{E}^{(k)})\}_{k=1}^P \) can be obtained from the problem (19) at the top of the next page.

Using the fact that the feasible set for parameter \( \mathbf{E}^{(k)} \) is the Stiefel manifold \( V_L, (C^{L})_k \), i.e., \( \mathbf{E}^{(k)} H \mathbf{E}^{(k)} = I_L \), the term \( \mathbf{G}^{(k)} \) is irrelevant to the factor matrix of interest \( \mathbf{E}^{(k)} \). Consequently, problem (19) is equivalent to

\[ \mathbf{E}^{(k)} = \arg \max_{\mathbf{E}^{(k)} \in V_L, (C^{L})_k} \text{Tr} \left( \mathbf{F}(\mathbf{E}^{(k)})^H + \mathbf{E}^{(k)} F^{(k)} H^H \right), \quad (20) \]

where \( \mathbf{F}(\mathbf{E}) \) was defined in the first line of (19). Problem (20) is a non-convex optimization problem, as its feasible set \( V_L, (C^{L})_k \) is non-convex [37]. While in general (20) can be solved by numerical iterative algorithms based on a geometric approach or the alternating direction method of multipliers [37], a closed-form optimal solution can be obtained by noticing that the objective function in (20) has the same functional form as the log of the von Mises-Fisher matrix distribution.
\[
\hat{\Theta}(k) = \arg \max_{\Theta(k) \in \mathcal{V}_k(C^k)} \text{Tr} \left( \frac{1}{\hat{P}(k)} \left( \mathbf{E}_{Q(\theta)}[\beta] \mathbf{U}(k) \left( \mathbf{Y} - \mathbf{E}_{Q(\mathcal{E})}[\mathbf{E}] \right) \right) \left( \frac{1}{n=1,n \neq k} \mathbf{E}_{Q(\mathbf{z}(n))} \left[ \mathbf{E}(n) \right] \right)^* \mathbf{E}(k) + \mathbf{E}(k) \mathbf{F}(k) \right) \\
- \text{Tr} \left( \mathbf{E}(k) \mathbf{H} \mathbf{E}(k) \left[ \mathbf{E}_{Q(\theta)}[\beta] \mathbf{E} \left( \prod_{n=1,n \neq k} Q(\mathbf{z}(n)) \right) \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* T \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* + \mathbf{E}(k) \mathbf{F}(k) \right] \right)
\]
(19)

with parameter matrix \( \mathbf{F}(k) \), and the feasible set in (20) also coincides with the support of this von Mises-Fisher matrix distribution [35]. As a result, we have

\[
\hat{\Theta}(k) = \arg \max_{\Theta(k)} \text{VMF} \left( \Theta(k) \mid F(k) \right).
\]
(21)

Then, the closed-form solution for problem (21) can be acquired using Property 1 below, which has been proved in [33].

**Property 1.** Suppose the matrix \( \mathbf{A} \in \mathbb{C}^{n \times 2} \) follows a von Mises-Fisher matrix distribution with parameter matrix \( \mathbf{F} \in \mathbb{C}^{n \times 2} \). If \( \mathbf{F} = \mathbf{U} \mathbf{F} \mathbf{V}^H \) is the SVD of the matrix \( \mathbf{F} \), then the unique mode of \( \text{VMF}(\mathbf{A} \mid \mathbf{F}) \) is \( \mathbf{U} \mathbf{F} \mathbf{V}^H \).

From Property 1, it is easy to conclude that \( \hat{\Theta}(k) = \mathbf{Y}(k) \mathbf{F}(k) \mathbf{H}(k) \), where \( \mathbf{Y}(k) \) and \( \mathbf{F}(k) \) are the left-orthonormal matrix and right-orthonormal matrix from the SVD of \( \mathbf{F}(k) \), respectively.

### B. Derivation for \( Q(\mathbf{E}(k)) \), \( P + 1 \leq k \leq N \)

Using (14) and (17), the variational density \( Q(\mathbf{E}(k)) \) \( (P + 1 \leq k \leq N) \) is derived in Appendix A to be a circularly-symmetric complex matrix normal distribution [35] as

\[
Q(\mathbf{E}(k)) = \mathcal{CMN}(\mathbf{E}(k) \mid \mathbf{M}(k), \mathbf{I}_k, \Sigma(k))
\]
(22)

where

\[
\Sigma(k) = \left[ \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* T \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* + \mathbf{E}(k) \mathbf{F}(k) \right]^{-1}
\]
(23)

\[
\mathbf{M}(k) = \mathbf{E}_{Q(\theta)}[\beta] \mathbf{U}(k) \left[ \mathbf{Y} - \mathbf{E}_{Q(\mathcal{E})}[\mathbf{E}] \right] \times \left( \frac{1}{n=1,n \neq k} \mathbf{E}_{Q(\mathbf{z}(n))} \left[ \mathbf{E}(n) \right] \right)^* \Sigma(k).
\]
(24)

Due to the fact that \( Q(\mathbf{E}(k)) \) is Gaussian, the parameter \( \mathbf{M}(k) \) is both the expectation and the mode of the variational density \( Q(\mathbf{E}(k)) \).

To calculate \( \mathbf{M}(k) \), some expectation computations are required as shown in (23) and (24). For those with the form \( \mathbf{E}_{Q(\theta)}[\Theta_k] \) where \( \Theta_k \in \Theta \), the value can be easily obtained if the corresponding \( Q(\Theta_k) \) is available. The remaining challenge stems from the expectation \( \mathbf{E}_{Q(\mathbf{z}(n))} \left[ \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* T \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* \right] \) in (23). But its calculation becomes straightforward after exploiting the orthonormal structure of \( (\mathbf{E}(k))_{k=1}^p \) and the property of multiple Khatri-Rao products, as presented in the following property.

**Property 2.** Suppose the matrix \( \mathbf{A}(n) \in \mathbb{C}^{n \times p} \sim \delta(\mathbf{A}(n) - \hat{\mathbf{A}}(n)) \) for \( 1 \leq n \leq P \), where \( \hat{\mathbf{A}}(n) \in \mathcal{V}_p(\mathbb{C}^n) \) and \( P < N \), and the matrix \( \mathbf{A}(n) \in \mathbb{C}^{n \times p} \sim \mathcal{CMN}(\mathbf{A}(n) \mid \mathbb{M}(n), \mathbf{I}_n, \mathbf{K}_n) \) for \( P + 1 \leq n \leq N \). Then,

\[
\mathbf{E}_{Q(\mathbf{z}(n))} \left[ \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* T \left( \frac{1}{n=1,n \neq k} \mathbf{E}(n) \right)^* \right]
\]
(25)

where \( \mathcal{D}[\mathbf{A}] \) is a diagonal matrix taking the diagonal element from \( \mathbf{A} \), and the multiple Hadamard products \( \mathcal{H}(\mathbf{A}) = \mathbf{A}(1) \circ \cdots \circ \mathbf{A}(k) \).

*Proof:* See Appendix B.

### C. Derivation for \( Q(\mathcal{E}) \)

The variational density \( Q(\mathcal{E}) \) can be obtained by taking only the terms relevant to \( \mathcal{E} \) after substituting (14) into (17), and can be expressed as

\[
Q(\mathcal{E}) = \prod_{i_1=1}^{I_1} \cdots \prod_{i_N=1}^{I_N} \exp \left\{ \mathbf{E}_{Q(\mathbf{z}(n))} \left[ \mathbf{E}(1) - \mathbf{E}_{Q(\mathbf{z}(n))} \left[ \mathbf{E}(1) \right] \right]^2 \right\}.
\]
(26)

After taking expectations, the term inside the exponent of (26) is

\[
-\mathbf{E}_{\mathbf{E}_{i_1,\cdots,i_N}} \left[ \mathbf{E}(1) + \mathbf{E}_{Q(\theta)}[\beta] \mathbf{U}(1) \left[ \mathbf{Y} - \mathbf{E}_{Q(\mathcal{E})}[\mathbf{E}] \right] \right] \times \mathbf{E}_{Q(\theta)}[\beta] \mathbf{U}(1)^{-1} \mathbf{E}_{i_1,\cdots,i_N} \left[ \mathbf{Y}_{i_1,\cdots,i_N} - \mathbf{E}_{i_1,\cdots,i_N} \right]^2
\]
(27)

Since (27) is a quadratic function with respect to \( \mathbf{E}_{i_1,\cdots,i_N} \), it is easy to show that

\[
Q(\mathcal{E}) = \prod_{i_1=1}^{I_1} \cdots \prod_{i_N=1}^{I_N} \mathcal{CN} \left( \mathbf{E}_{i_1,\cdots,i_N} \mid \mathbb{M}_{i_1,\cdots,i_N}, \mathbf{F}_{i_1,\cdots,i_N} \right).
\]
(28)
Notice that from (27), the computation of outlier mean \( m_{i_1, \ldots, i_N} \) can be rewritten as \( m_{i_1, \ldots, i_N} = n_1 n_2 \), where
\[
n_1 = \left( \frac{E_Q(\tilde{c}_{i_1, \ldots, i_N})/E(\epsilon)}{\tilde{c}_{i_1, \ldots, i_N}} \right) + \left( E_Q(\epsilon) \beta \right) \quad \text{and} \quad n_2 = \sum_{l=1}^{N} \left( \prod_{n=1}^{N} E_Q(\epsilon^{(n)}) \right) \].

From the general data model in (6), it can be seen that \( n_2 \) consists of the estimated outliers plus noise. On the other hand, since \( E_Q(\tilde{c}_{i_1, \ldots, i_N})/E(\epsilon) \) can be interpreted as the estimated power of the outliers and the noise respectively, \( n_1 \) represents the strength of the outliers in the estimated outliers plus noise. Therefore, if the estimated power of the outliers \( E_Q(\tilde{c}_{i_1, \ldots, i_N})/E(\epsilon) \) goes to zero, the outlier mean \( m_{i_1, \ldots, i_N} \) becomes zero accordingly.

D. Derivations for \( Q(\gamma_l) \), \( Q(\tilde{c}_{i_1, \ldots, i_N}) \), and \( Q(\beta) \)

Using (14) and (17) again, the variational density \( Q(\gamma_l) \) can be expressed as
\[
Q(\gamma_l) \propto \exp \left\{ \left( \sum_{n=P+1}^{N} I_n - 1 \right) \ln \gamma_l \right\} \leq \tilde{a}_l \gamma_l \leq \tilde{b}_l \gamma_l \leq - \gamma_l \left[ \sum_{n=P+1}^{N} E_Q(\epsilon^{(n)}) \left( \epsilon^{(n)} \hat{H} \epsilon^{(n)} \right) \right] \tag{29}
\]
which has the same functional form as the probability density function of the gamma distribution, i.e., \( Q(\gamma_l) = \text{gamma}(\gamma_l | \tilde{a}_l, \tilde{b}_l) \). Since \( E_Q(\gamma_l | \gamma_l) = \tilde{a}_l/\tilde{b}_l \) is required for updating the variational densities of other variables in \( \Theta \), we need to compute \( \tilde{a}_l \) and \( \tilde{b}_l \). While computation of \( \tilde{a}_l \) is straightforward, the computation of \( \tilde{b}_l \) can be facilitated by using the correlation property of the matrix normal distribution \( E_Q(\epsilon^{(n)}) \) and \( E_Q(\epsilon^{(n)}) \) to compute \( \tilde{b}_l \).

Similarly, using (14) and (17), the variational densities \( Q(\tilde{c}_{i_1, \ldots, i_N}) \) and \( Q(\beta) \) can be found to be gamma distributions as
\[
Q(\tilde{c}_{i_1, \ldots, i_N}) = \text{gamma} \left( \tilde{c}_{i_1, \ldots, i_N} | \tilde{c}_{i_1, \ldots, i_N}, \tilde{d}_{i_1, \ldots, i_N} \right) \tag{30}
\]
\[
Q(\beta) = \text{gamma} \left( \beta | \tilde{e}, \tilde{f} \right) \tag{31}
\]
with parameters \( \tilde{c}_{i_1, \ldots, i_N} = c_{i_1, \ldots, i_N} + 1, \quad \tilde{d}_{i_1, \ldots, i_N} = d_{i_1, \ldots, i_N} + (m_{i_1, \ldots, i_N} - 1) \), \( \tilde{e} = \sum_{n=1}^{N} I_n \), and \( \tilde{f} = \left( \frac{E_{\prod_{n=1}^{N} Q(\epsilon^{(n)})}(\epsilon)}{|| \gamma - \left[ \epsilon^{(1)}, \ldots, \epsilon^{(N)} \right] ||_{\gamma} \right} + E_{\prod_{n=1}^{N} Q(\epsilon^{(n)})}(\epsilon) \). For \( \tilde{c}_{i_1, \ldots, i_N} \), \( \tilde{d}_{i_1, \ldots, i_N} \) and \( \tilde{e} \), the computations are straightforward. \( \tilde{f} \) is derived in Appendix C to be
\[
\tilde{f} = \left( \sum_{i_1=1}^{I_1} \cdots \sum_{i_N=1}^{I_N} P_{i_1, \ldots, i_N} \right) + \text{Tr} \left( \Phi \left( \left( \sum_{n=P+1}^{N} M_{(n)} \Sigma_{(n)} \right)^T \right) \right) - 2 \text{Re} \left( \text{Tr} \left( \Phi(1) \gamma - M \right) \left( \sum_{n=P+1}^{N} M_{(n)} \right) \right) \tag{29}
\]
\[
\circ \left( \left( \frac{P}{n=2} \Sigma_{(n)} \right)^T \Phi(1)^H \right) \tag{32}
\]
where \( M \) is a tensor with its \( (i_1, \ldots, i_N) \)th element being \( m_{i_1, \ldots, i_N} \) and \( \phi(\cdot) \) denotes the real part of its argument. Although equation (32) for computing \( \tilde{f} \) is complicated, its meaning is clear when we refer to its definition below (31), from which it can be seen that \( \tilde{f} \) represents the estimate of the overall noise power.

E. Summary of the Iterative Algorithm

From the expressions for \( Q(\Theta_k) \) evaluated above, it is seen that the calculation of a particular \( Q(\Theta_k) \) relies on the statistics of other variables in \( \Theta \). As a result, the variational distribution for each variable in \( \Theta \) should be iteratively updated. The iterative algorithm is summarized as follows.

Initializations:

Choose \( L > R \) and initial values \( \{ \Sigma_{(0)} \}_k \), \( \{ \Phi(n) \}^m \), \( \{ \tilde{d}_{i_1, \ldots, i_N} \}^m \), \( \tilde{e}^0 \), and \( \tilde{f}^0 \) for all \( l \) and \( i_1, \ldots, i_N \).

Let \( \tilde{d}_l = \sum_{n=p+1}^{N} I_n \) and \( \tilde{e} = \sum_{n=1}^{N} I_n \).

Iterations: For the \( t \)th iteration (\( t \geq 1 \)),

1. Update the statistics of outliers:
   \[
   \tilde{d}_{i_1, \ldots, i_N} = \frac{\tilde{e}_{i_1, \ldots, i_N} - 1}{\tilde{d}_{i_1, \ldots, i_N}} \tag{33}
   \]
   \[
   m_{i_1, \ldots, i_N} = \frac{\tilde{e} - 1}{\tilde{d}_{i_1, \ldots, i_N}} \tag{34}
   \]

2. Update the statistics of factor matrices:
   \[
   \Sigma_{(k,t)} = \frac{\tilde{e}}{\tilde{d}^2} \Phi \left( \sum_{n=P+1}^{N} \Phi(n) \Phi(n)^T \right) + \text{diag} \left( \tilde{a}_1, \ldots, \tilde{a}_L \right) \tag{35}
   \]
   \[
   \Phi(n,t) = \frac{\tilde{e}}{\tilde{d}^2} \Phi \left( \sum_{n=P+1}^{N} \Phi(n) \Phi(n)^T \right) \tag{36}
   \]

3. Update the orthonormal factor matrices:
   \[
   \Phi(n,t) = \text{SVD} \left( \frac{\tilde{e}}{\tilde{d}^2} \Phi(n) \Phi(n)^T \right) \tag{37}
   \]
Update \( \{ \tilde{b}_i \}_{i=1}^L, \{ \tilde{d}_i, \ldots, \hat{d}_N \}_{i=1}^{1, \ldots, N} \) and \( \hat{f} \)

\[
\tilde{b}_i^{l} = \sum_{n=P+1}^{N} M^{(n,t)H}_{i} M^{(n,t)}_{i} + I_n \Sigma_{i,t} (38)
\]

\[
\tilde{d}_{i_1, \ldots, i_N}^{l} = \tilde{d}_{i_1, \ldots, i_N}^{0} + 1
\]

\[
\tilde{d}_{i_1, \ldots, i_N} = \tilde{d}_{i_1, \ldots, i_N} + \left( m_{i_1, \ldots, i_N}^t \right)^* m_{i_1, \ldots, i_N} + 1/p_{i_1, \ldots, i_N}^t (39)
\]

\[
\hat{f} = \| \mathcal{Y} - \mathcal{M} \|_F^2 + \sum_{i=1}^{L} \sum_{t=1}^{T} \left( \left( \sum_{n=P+1}^{N} M^{(n,t)H} M^{(n,t)} + I_n \Sigma_{i,t} \right)^* \right)
\]

\[
+ \text{Tr} \left[ \sum_{n=P+1}^{N} \left( \left( I_{n,t} \mathcal{Y} - \mathcal{M} \right)^* \left( \left( \sum_{n=P+1}^{N} M^{(n,t)} \right)^* \right) \right) \right] (40)
\]

Until Convergence

F. Further Discussions

To gain more insights from the above proposed CPD algorithm, discussions on its convergence property, automatic rank determination, relationship to the OALS algorithm and computational complexity are presented in the following.

1) Convergence Property: Although the functional minimization of the KL divergence in (15) is non-convex over the mean-field family \( Q(\Theta) = \prod_k Q(\Theta_k) \), it is convex with respect to a single variational density \( Q(\Theta_k) \) when the others \( \{ Q(\Theta_j) \}_{j \neq k} \) are fixed [29]. Therefore, the proposed algorithm, which iteratively updates the optimal solution for each \( \Theta_k \), is essentially a coordinate-descent algorithm in the functional space of variational distributions with each update solving a convex problem. This guarantees monotone decrease of the KL divergence in (15), and the proposed algorithm is guaranteed to converge to at least a stationary point [Theorem 2.1, 39].

2) Automatic Rank Determination: The automatic rank determination for the tensor CPD uses an idea from the Bayesian model selection (or Bayesian Occam’s razor) [pp. 157, 27]. More specifically, the parameters \( \{ \gamma_i \}_{i=1}^L \) control the model complexity, and their optimal variational densities are obtained together with those of other parameters by minimizing the KL divergence. After convergence, if some \( \mathbb{E}[\gamma_i] \) are very large, e.g., 10^6, this indicates that their corresponding columns in \( \{ M^{(n)} \}_{n=P+1}^{N} \) can be “switched off”, as they play no role in explaining the data. Furthermore, according to the definition of the tensor CPD in (1), the corresponding columns in \( \{ \mathbb{E}^{(n)} \}_{n=P+1}^{N} \) should also be pruned accordingly. Finally, the learned tensor rank \( R \) is the number of remaining columns in each estimated factor matrix \( \mathbb{E}^{(n)} \).

3) Relationship to the OALS: If the tensor rank \( R \) is known, the regularization term in (8) is not needed, and consequently there are no parameters \( \tilde{a}_i, \tilde{b}_i \). Further restricting \( Q(\mathbb{E}) \) to be \( \delta(\mathbb{E} - M^{(k)}) \) for \( P+1 \leq k \leq N \), it can be shown that all the equations in the above algorithm still except the term \( I_n \Sigma_{(n,t)}^{(n-1)} \) in (35) and the term \( I_n \Sigma_{(n,t)}^{(n,t)} \) in (41) are removed. Then, the proposed algorithm is a robust version of OALS, even covering the case of \( P = N \). If we further have the knowledge that outliers do not exist, only (35)-(37) remain. Interestingly, this resulting algorithm is exactly the OALS algorithm in [17]. In this regard, the proposed algorithm not only provides a probabilistic interpretation of the OALS algorithm, but also has the additional properties in automatic rank determination, outlier removal and learning of the noise power.

4) Computational Complexity: For each iteration, the complexity is dominated by updating each factor matrix, costing \( O(\sum_{n=1}^{N} I_n L^2 + N \sum_{n=1}^{N} I_n L) \). Thus, the overall complexity is about \( O(q(\sum_{n=1}^{N} I_n L^2 + N \sum_{n=1}^{N} I_n L)) \) where \( q \) is the number of iterations needed for convergence. On the other hand, for the OALS algorithm with exact tensor rank \( R \), its complexity is \( O(m(\sum_{n=1}^{N} I_n R^2 + N \sum_{n=1}^{N} I_n R)) \) where \( m \) is the number of iterations needed for convergence. Therefore, for each iteration, the complexity of the proposed algorithm is comparable to that of the OALS algorithm.

V. Simulation Results and Discussions

In this section, numerical simulations are presented to assess the performance of the proposed algorithm (labeled as VB) using synthetic data and two applications, in comparison with various state-of-the-art tensor CPD algorithms. The algorithms being compared include the ALS [15], the simultaneous diagonalization method for coupled tensor CPD (labeled as SD) [40], the direct algorithm for CPD followed by enhanced ALS (labeled as DIAG-A) [41], the Bayesian tensor CPD (labeled as BCPCD) [32], the robust iteratively reweighed ALS (labeled as IRALS) [42], and the OALS algorithm (labeled as OALS) [17]. In all experiments, three outlier models are considered, and they are listed in Table I. For all the simulated algorithms, the initial factor matrix \( \mathbb{E}^{(n,0)} \) is set as the matrix consisting of \( L \) leading left singular vectors of \( \mathcal{Q}^{(n)} \) where \( L = \max \{ I_1, I_2, \ldots, I_N \} \) for the proposed algorithm and the BCPD, and \( L = R \) for other algorithms. The initial parameters of the proposed algorithm \( \{ \beta_{i_1, \ldots, i_N}^{0}, \beta_{i_1, \ldots, i_N}^{0} \}_{i_1, \ldots, i_N} \) are set as \( 10^{-6} \) for all \( i_1, \ldots, i_N \). \( \beta_{i_1, \ldots, i_N}^{0} = \sum_{n=P+1}^{N} I_{n} \) for all \( l, \beta_{i_1, \ldots, i_N}^{0} = \sum_{n=P+1}^{N} I_{n} \) and \( \{ \Sigma^{(n,0)} \}_{n=P+1}^{N} \) are all set to be \( I_L \). All the algorithms terminate at the \( t \)th iteration when \( \| \| \mathcal{A}^{(1,t)} - \mathcal{A}^{(2,t)} \|_F^2 \| \| \mathcal{A}^{(3,t)} - \mathcal{A}^{(4,t)} \|_F^2 \| \| \mathcal{A}^{(5,t)} - \mathcal{A}^{(6,t)} \|_F^2 \| < 10^{-6} \) or the iteration number exceeds 2000.

A. Validation on Synthetic Data

Synthetic tensors are used in this subsection to assess the performance of the proposed algorithm on convergence, rank learning ability and factor matrix recovery under different outlier models. A complex-valued third-order tensor \( \mathcal{A}^{(1)} \), \( \mathcal{A}^{(2)} \), \( \mathcal{A}^{(3)} \) is \( \mathbb{C}^{12 \times 12 \times 12} \) with rank \( R = 5 \) is considered, where the orthogonal factor matrix \( \mathcal{A}^{(1)} \) is constructed from the \( R \) leading left singular vectors of a matrix drawn from \( \mathcal{C}M_N(A) 0_{12 \times 5, 12 \times 12 \times 5} \), and the factor matrices \( \{ \mathcal{A}^{(n,0)} \}_{n=2}^{3} \) are drawn from \( \mathcal{C}M_N(A) 0_{12 \times 5, 12 \times 12 \times 5} \). Parameters for outlier models are set as: \( \pi = 0.05, \sigma^2 = 100, \)
Table I: Three Different Outlier Models

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Variable Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernoulli-Gaussian</td>
<td>$\xi_{i_1}, \ldots, i_N \sim \mathcal{N}(0, \sigma_i^2)$ with a probability $\pi$</td>
</tr>
<tr>
<td>Bernoulli-Uniform</td>
<td>$\xi_{i_1}, \ldots, i_N \sim \mathcal{U}(-H, H)$ with a probability $\pi$</td>
</tr>
<tr>
<td>Bernoulli-Student's t</td>
<td>$\xi_{i_1}, \ldots, i_N \sim t(\mu, \lambda, \nu)$ with a probability $\pi$</td>
</tr>
</tbody>
</table>

Figure 3: Convergence of the proposed algorithm under different outlier models

$$H = 10 \arg \max_{i_1, \ldots, i_N} \| [A^{(1)}, A^{(2)}, A^{(3)}]_{i_1, \ldots, i_N} \|_F, \mu = 3, \lambda = 1/50 \text{ and } \nu = 10.$$ The signal-to-noise ratio (SNR) is defined as $10 \log_{10}(\| [A^{(1)}, A^{(2)}, A^{(3)}] \|_F^2 / \| W \|_F^2)$ [5], [17]. Each result in this subsection is obtained by averaging 500 Monte-Carlo runs.

Figure 3 presents the convergence performance of the proposed algorithm under different outlier models, where the mean-square-error (MSE) $\| [\hat{E}^{(1)}, \hat{E}^{(2)}, \hat{E}^{(3)}] - [A^{(1)}, A^{(2)}, A^{(3)}] \|_F^2$ is chosen as the assessment criterion. From Figure 3, it can be seen that the MSEs decrease significantly in the first few iterations and converge to stable values quickly, demonstrating the rapid convergence property. Furthermore, by comparing the simulation results with outliers to that without outliers, it is clear that the proposed algorithm is effective in mitigating outliers.

For tensor rank learning, the simulation results of the proposed algorithm are shown in Figure 4 (a), while those of the Bayesian tensor CPD algorithm are shown in Figure 4 (b). Each vertical bar in the figures shows the mean and standard deviation of rank estimates, with the red horizontal dotted lines indicating the true tensor rank. The percentages of correct estimates are also shown on top of the figures. From Figure 4 (a), it is seen that the proposed method can recover the true tensor rank with 100% accuracy when SNR $\geq 5$ dB, both with or without outliers. This shows the accuracy and robustness of the proposed algorithm when the noise power is moderate. Even though the performance at low SNRs is not as impressive as that at high SNRs, it can be observed that the proposed algorithm still gives estimates close to the true tensor rank with the true rank lying mostly within one standard deviation from the mean estimate. On the other hand, in Figure 4 (b), it is observed that while the Bayesian tensor CPD algorithm performs nearly the same as the proposed algorithm without outliers, it gives tensor rank estimates very far away from the true value when outliers are present.

Figure 4: Rank determination using (a) the proposed method and (b) the Bayesian tensor CPD [32]
B. Blind Data Detection for DS-CDMA Systems

In this subsection, we consider an uplink DS-CDMA system, in which $R = 5$ users communicate with the BS equipped with $M = 8$ antennas over flat fading channels $h_{imr} \sim \mathcal{CN}(0, 1)$. The transmitted data $s_i(k)$ are random binary phase-shift keying (BPSK) symbols. The spreading code is of length $Z = 6$, and with each code element $c_{iz} \sim \mathcal{CN}(0, 1)$. After observing the received tensor $Y \in \mathbb{C}^{8 \times 6 \times 100}$, the proposed algorithm and other state-of-the-art tensor CPD algorithms, combined with ambiguity removal and constellation mapping [5], [9], are executed to blindly detect the transmitted data. Their performance is measured in terms of bit error rate (BER).

The BERs versus SNR under different outlier models are presented in Figure 6, which are averaged over 10000 independent trials. The parameter settings for different outlier models are the same as those in the last subsection. It is seen from Figure 6 (a) that when there is no outlier, the proposed algorithm and OALS behave the same, and both outperform other CPDs. However, when outliers exist, it is seen from Figure 6 (b)-(d) that the proposed algorithm performs significantly better than other algorithms.

C. Linear Image Coding for Face Images

In this subsection, we conduct experiments on 165 face images from the Yale Face Database\(^3\) [38], representing different facial expressions (also with or without sunglasses) of 15 people (11 images for each person). In each classification experiment, we randomly pick two people’s images. Among these 22 images, 12 (6 from each person) are used for training. In particular, each image is of size $240 \times 320$, and the training data can be naturally represented by a third-order tensor $Y \in \mathbb{R}^{240 \times 320 \times 12}$. Various state-of-the-art tensor CPD algorithms and the proposed algorithm are run to learn the two orthogonal basis matrices (see (4)). Then, the feature vectors of these 12 training images, which are obtained by projecting them onto the multilinear subspaces spanned by the two orthogonal basis matrices, are used to train a support vector machine (SVM) classifier. For the 10 testing images, their feature vectors are fed into the SVM classifier to determine which person is in each image. The parameters of various outlier models are: $\pi = 0.05$, $\sigma_e = 100$, $H = 100$, $\mu = 1$, $\lambda = 1/1000$ and $\nu = 20$.

Since the tensor rank is not known in the image data, it should be carefully chosen. For the algorithms (ALS, SD, IRALS, DIAG-A and OALS) that cannot automatically determine the rank, it can be obtained by first running the these algorithms with tensor rank ranges from 1 to 12, and then

\[^3\text{http://vision.ucsd.edu/content/yale-face-database}\]

\[\]

![Figure 5: Performance of factor matrix recovery versus SNR under different outlier models](image-url)
Table II: Classification Error and CPD Computation Time in Face Recognition

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>No Outlier</th>
<th>Bernoulli-Gaussian</th>
<th>Bernoulli-Uniform</th>
<th>Bernoulli-Student’s t</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classification Error</td>
<td>CPD Time (s)</td>
<td>Classification Error</td>
<td>CPD Time (s)</td>
</tr>
<tr>
<td>ALS [15]</td>
<td>9%</td>
<td>1.9635</td>
<td>51%</td>
<td>46.3041</td>
</tr>
<tr>
<td>SD [40]</td>
<td>12%</td>
<td>0.3736</td>
<td>49%</td>
<td>0.0287</td>
</tr>
<tr>
<td>BCPD [32]</td>
<td>9%</td>
<td>4.1546</td>
<td>53%</td>
<td>20.7338</td>
</tr>
<tr>
<td>DIAG-A [41]</td>
<td>11%</td>
<td>3.7364</td>
<td>50%</td>
<td>28.9961</td>
</tr>
<tr>
<td>OALS [17]</td>
<td>11%</td>
<td>1.0174</td>
<td>58%</td>
<td>40.2731</td>
</tr>
<tr>
<td>VB</td>
<td>2%</td>
<td>2.4827</td>
<td>10%</td>
<td>2.7806</td>
</tr>
</tbody>
</table>

Figure 6: BER versus SNR under different outlier models

Table II shows classification error and CPD computation time in face recognition for different algorithms and outlier models. The proposed algorithm provides the smallest classification error under all considered scenarios.

VI. CONCLUSIONS

In this paper, a probabilistic CPD algorithm with orthogonal factors has been proposed for complex-valued tensors, under unknown tensor rank and in the presence of outliers. It has been shown that, without knowledge of noise power and outlier statistics, the proposed algorithm alternatively estimates the factor matrices, recovers the tensor rank and mitigates the outliers. Interestingly, the popular OALS in [17] has been shown to be a special case of the proposed algorithm. Simulation results using synthetic data and real-world applications have demonstrated the excellent performance of the proposed algorithm in terms of accuracy and robustness.

finding the knee point of the reconstruction error decrement [27]. When there is no outlier, it is able to find the appropriate tensor rank. However, when outliers exist, the knee point cannot be found and we set the rank as the upper bound 12. For the BCPD, although it learns the appropriate rank when there is no outliers, it learns the rank as 12 when outliers exist. On the other hand, no matter whether there are outliers or not, the proposed algorithm automatically learns the appropriate tensor rank without exhaustive search, and thus saves considerable computational complexity.

The average classification errors of 10 independent experiments and the corresponding average CPD computation times (benchmarked in Matlab on a personal computer with an i7 CPU) are shown in Table II, and it can be seen that the proposed algorithm provides the smallest classification error under all considered scenarios.
APPENDIX A

DERIVATIONS OF $Q(\Xi^{(k)})$, $P + 1 \leq k \leq N$

By substituting (14) into (17) and only taking the terms relevant to $\Xi^{(k)}$, we directly have

$$Q(\Xi^{(k)}) \propto \exp \left\{ \mathbb{E}_{\Theta}^{\Xi^{(k)}} \left[ \sum_{n=1}^{N} \left( \frac{K}{n} \otimes A^{(n)} \right)^{T} \left( \frac{K}{n} \otimes A^{(n)} \right) + \beta \| Y - \sum_{n=1}^{N} (\Xi^{(1)}, \cdots, \Xi^{(N)}) - \Xi^{(k)} \|^2_{F} - \text{Tr} \left( \Gamma \Xi^{(k)} \Xi^{(k)} \right) \right] \right\}.$$  

$$Q(\Xi^{(k)}) \propto \exp \left\{ \mathbb{E}_{\Theta}^{\Xi^{(k)}} \left[ \sum_{n=1}^{N} \left( \frac{K}{n} \otimes A^{(n)} \right)^{T} \left( \frac{K}{n} \otimes A^{(n)} \right) + \beta \| Y - \sum_{n=1}^{N} (\Xi^{(1)}, \cdots, \Xi^{(N)}) - \Xi^{(k)} \|^2_{F} - \text{Tr} \left( \Gamma \Xi^{(k)} \Xi^{(k)} \right) \right] \right\}.$$  

(42)

Using that $\| A \|_{F}^{2} = \| \Omega^{(n)}[A] \|_{F}^{2} = \text{Tr} \left( \Omega^{(n)}[A] \Omega^{(n)}[A]^H \right)$, the square of the Frobenius norm inside expectation in (42) can be expressed as

$$\text{Tr} \left( \Xi^{(k)} \left( \sum_{n=1}^{N} \left( \frac{K}{n} \otimes A^{(n)} \right)^{T} \left( \frac{K}{n} \otimes A^{(n)} \right)^{H} \right) - \Xi^{(k)} \left( \sum_{n=1}^{N} \left( \frac{K}{n} \otimes A^{(n)} \right)^{T} \left( \Omega^{(n)} [Y - \Xi^{(k)}] \right)^{H} \right) + \Omega^{(k)} \left( \sum_{n=1}^{N} \left( \frac{K}{n} \otimes A^{(n)} \right)^{T} \left( \Omega^{(n)} [Y - \Xi^{(k)}] \right)^{H} \right) \right).$$  

(43)

By putting (43) into (42), and distributing the expectations into various terms, (42) becomes (44) at the top of the next page.

After completing the square over $\Xi^{(k)}$, it can be seen that (44) corresponds to the circularity of a circular-symmetric complex matrix normal distribution [35]. In particular, with $CMN(X|M, \Sigma_r, \Sigma_c)$ denoting the distribution $\pi(X) \propto \exp \{-\text{Tr} \left( \Sigma_r^{-1} (X - M)^H \Sigma_c^{-1} (X - M) \right) \}$, we have

$$Q(\Xi^{(k)}) = CMN(\Xi^{(k)}|M^{(k)}, \Sigma_r, \Sigma_c).$$

APPENDIX B

PROOF OF PROPERTY 2

To prove Property 2, we first introduce the following lemma.

**Lemma 1.** Suppose the matrix $A^{(n)} \in \mathbb{C}^{n \times p}$, $1 \leq n \leq N$.

Then, if $N \geq 2$, $(N \circ A^{(n)})^T (N \circ A^{(n)})^* = (N \circ A^{(n)})^T A^{(n)} A^{(n)*}.$

(45)

**Proof:** Mathematical induction is used to prove this lemma. For $N = 2$, it is proved in [36] that

$$\left( \frac{K}{n} \otimes A^{(n)} \right)^T \left( \frac{K}{n} \otimes A^{(n)} \right)^* = \left( \frac{K}{n} \otimes A^{(n)} \right)^T A^{(n)} A^{(n)*}.$$  

(46)

Without loss of generality, assume that (45) holds for some $K \geq 2$, i.e.,

$$\left( \frac{K}{n} \otimes A^{(n)} \right)^T \left( \frac{K}{n} \otimes A^{(n)} \right)^* = \left( \frac{K}{n} \otimes A^{(n)} \right)^T A^{(n)} A^{(n)*}.$$  

(47)

Now consider $\left[ A^{(K+1)} \circ \left( \frac{K}{n} \otimes A^{(n)} \right)^T \right] A^{(K+1)} \circ \left( \frac{K}{n} \otimes A^{(n)} \right)^*$. Treating $\frac{K}{n} \otimes A^{(n)}$ as a matrix and using (46), we have

$$\left[ A^{(K+1)} \circ \left( \frac{K}{n} \otimes A^{(n)} \right)^T \right] A^{(K+1)} \circ \left( \frac{K}{n} \otimes A^{(n)} \right)^*.$$  

(48)

Then, (45) is shown to hold for $N = K + 1$. Thus, by mathematical induction, (45) holds for any $N \geq 2$.

**APPENDIX C**

**DERIVATION OF $\hat{f}$**

Recall that $\| Y - \sum_{n=1}^{N} (\Xi^{(1)}, \cdots, \Xi^{(N)}) - \Xi^{(k)} \|_{F}^{2}$ is expressed in (43). Using this result and taking expectations with respect to $Q(\Xi^{(n)})$, we obtain (51) at the top of the next page. Since $\mathcal{E} = \mathcal{E}_{i_{1}, \cdots, i_{N}} = \mathcal{C} \mathcal{N}(\mathcal{E}_{i_{1}, \cdots, i_{N}}[M_{i_{1}, \cdots, i_{N}} P_{i_{1}, \cdots, i_{N}}^{-1}], \Sigma_{i_{1}, \cdots, i_{N}})$, it is easy to show that $\text{Tr} \left( \mathbb{E} \right) = \text{Tr} \left( \left( \Xi^{(k)} \Xi^{(k)} \right) \right) \mathcal{N}(\mathcal{E}_{i_{1}, \cdots, i_{N}}[M_{i_{1}, \cdots, i_{N}}, \Sigma_{i_{1}, \cdots, i_{N}}]) + \sum_{i_{1}, \cdots, i_{N}} \Sigma_{i_{1}, \cdots, i_{N}} P_{i_{1}, \cdots, i_{N}}^{-1} \mathcal{N}(\mathcal{E}_{i_{1}, \cdots, i_{N}}[M_{i_{1}, \cdots, i_{N}}]),$ where $\mathcal{M}$ is a tensor with its $(i_1, \cdots, i_N)^{th}$ element being $m_{i_1, \cdots, i_N}$. On the other hand, using Property 2, we have $\nu_{2} = \mathbb{D} \left[ \sum_{n=1}^{N} \left( \frac{K}{n} \otimes A^{(n)} \right)^T \left( \frac{K}{n} \otimes A^{(n)} \right)^* \right].$ Substituting these two results into (51) at the top of the next page, we have equation (32).
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\[
Q \left( \mathbf{Q}^{(k)} \right) \propto \exp \left\{ - \text{Tr} \left( \mathbf{Q}^{(k)} \left[ \frac{1}{N} \sum_{n=1, n \neq k} \mathbf{E}^{(n)} \mathbf{E}^{(n)^*} \right] + \mathbf{Q}^{(k)^H} \right) \right\}
\]

\[
- \mathbf{M}^{(k)} \left[ \mathbf{M}^{(k)} \right]^{-1} \mathbf{Q}^{(k)^H} \right) .
\]

\[
\hat{f} = \text{Tr} \left( \mathbf{E}^{(1)} \left( \mathbf{U}^{(1)} \left[ \mathbf{Y} - \mathbf{E}^{(1)} \mathbf{E}^{(1)^*} \right] \mathbf{U}^{(1)} \left[ \mathbf{Y} - \mathbf{E}^{(1)} \mathbf{E}^{(1)^*} \right] \right) \right)
\]

\[
\hat{M}_1 + \mathbf{Q}^{(1)} \left( \frac{1}{N} \mathbf{E}^{(n)} \mathbf{E}^{(n)^*} \right) \mathbf{E}^{(1)} \left( \mathbf{E}^{(1)^*} \mathbf{E}^{(1)} \right)^H
\]

\[
\hat{M}_2 - \mathbf{Q}^{(1)} \left( \frac{1}{N} \mathbf{E}^{(n)} \mathbf{E}^{(n)^*} \right) \mathbf{E}^{(1)} \left( \mathbf{E}^{(1)^*} \mathbf{E}^{(1)} \right)^H
\]

\[
\hat{f} = \text{Tr} \left( \mathbf{E}^{(1)} \left( \mathbf{U}^{(1)} \left[ \mathbf{Y} - \mathbf{E}^{(1)} \mathbf{E}^{(1)^*} \right] \mathbf{U}^{(1)} \left[ \mathbf{Y} - \mathbf{E}^{(1)} \mathbf{E}^{(1)^*} \right] \right) \right)
\]

\[
\hat{f} = \text{Tr} \left( \mathbf{E}^{(1)} \left( \mathbf{U}^{(1)} \left[ \mathbf{Y} - \mathbf{E}^{(1)} \mathbf{E}^{(1)^*} \right] \mathbf{U}^{(1)} \left[ \mathbf{Y} - \mathbf{E}^{(1)} \mathbf{E}^{(1)^*} \right] \right) \right)
\]


